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On morphisms preserving infinite Lyndon words
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In a previous paper, we characterized free monoid morphisms preserving finite Lyndon words. In par-
ticular, we proved that such a morphism preserves the order on finite words. Here we study morphisms
preserving infinite Lyndon words and morphisms preserving the order on infinite words. We characterize
them and show relations with morphisms preserving Lyndon words or the order on finite words. We also
briefly study morphisms preserving border-free words and those preserving the radix order.
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1 Introduction

Finite (or infinite) Lyndon words can be encountered in many studies (see for instance [10, 11, 12]).
They are the non-empty words which are smaller in lexicographic order than all their proper
suffixes. The Lyndon factorization theorem [3] states that any finite word can be decomposed
uniquely as a product of non-increasing (in lexicographic order) Lyndon words. This result was
extended to infinite words [21] (in such a case, the decomposition can end with an infinite Lyndon
word). There are also studies concerning Lyndon decompositions of some specific infinite words
(see for instance [2, 7, 13, 14, 20] for such results).

To obtain the decomposition in Lyndon words of the (infinite) Thue-Morse word, Ido and
Melangon [7] give some morphisms that preserve finite Lyndon words. Another use of such
morphisms can be found for instance in [11, chapter 4] or in [6, 16] where they are used to
state that “every unbordered Sturmian word is a Lyndon word”. In [18], these morphisms are
called Lyndon morphisms. In particular, these morphisms are used to give a new proof of the
decomposition [13, 14] of the Fibonacci word F and to prove that oF is an infinite Lyndon word
[2].

Let us recall other results of [18]. A morphism is a Lyndon morphism if and only if it preserves
the lexicographic order on finite words and if the image of each letter is a Lyndon word. Others
characterizations provide algorithms to test if a morphism preserves Lyndon words or the order
on finite words. We also note that if a morphism preserves the order on finite words, then it is
injective (we say then that the morphism preserves strictly the order).
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In [1], the fact that the Thue-Morse morphism p (u(a) = ab, u(b) = ba) preserves the order
on infinite words is observed. The study presented here aims to answer the natural questions:
what can be said about morphisms preserving infinite Lyndon words or morphisms preserving
(possibly strictly) the lexicographic order on infinite words? Do morphisms preserving infinite
Lyndon words or morphisms preserving the lexicographic order on infinite words have testable
characterizations? How are the families of these morphisms related to those of Lyndon morphisms
and morphisms preserving the order on infinite words?

In Section 3, we prove that the families of morphisms previously introduced form a hierarchy:
the set of Lyndon morphisms is included in the set of morphisms preserving infinite Lyndon words
which is itself included in the set of non-erasing morphisms preserving the order on finite words
which is itself included in the set of morphisms preserving strictly the order on infinite words
which is itself included in the set of morphisms preserving the order on infinite words. All the
inclusions are strict.

In Section 4, we characterize the morphisms that preserve infinite Lyndon words. We show that
they are exactly the morphisms preserving finite Lyndon words of length n¢ for any given integer
ng > 2. This characterization leads to an algorithm to check the property of the morphisms by
firstly verifying that it preserves the order on finite words and by secondly examining the images
of a finite number of Lyndon words of length at most 2.

In Section 5, we characterize morphisms preserving (resp. strictly) the order on infinite words.
Once again we provide an algorithm to verify these properties of morphisms. We have already said
that a morphism that preserves the order on infinite words does not do it necessarily strictly. Still
in Section 5, we examine the frontier between these two families. We show that for binary, prefix
or uniform morphisms this frontier is empty. This is also the case for the family of episturmian
morphisms studied in Section 6. There, we also prove that an episturmian morphism preserves
Lyndon words if and only if it preserves infinite Lyndon words. Let us recall that the episturmian
morphisms that are Lyndon morphisms are known [18].

Sections 7 and 8 provide characterization of two other kinds of morphisms: the morphisms that
preserve border-free words (the idea of this study comes from the fact that any Lyndon word is
border-free) and the morphisms that preserve the radix order (another used order on words). In
Section 9, we remark that the monoids of morphisms considered in this paper are not finitely
generated.

An extended abstract of this paper was presented during the Journées Montoises 2004 [19].

2 Lyndon words
We recall here notions on words (see for instance [10, 11] for more details).

An alphabet A is a set of symbols called letters. Here we consider only finite alphabets. A
word over A is a sequence of letters from A. The empty word ¢ is the empty sequence. Equipped
with the concatenation operation, the set A* of finite words over A is a free monoid with neutral
element e and set of generators A. We denote by A the set of infinite words over A. As usually,
for a finite word u and an integer n, the n'* power of u, denoted u”, is the word ¢ if n = 0 and
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the word 4"~ *u otherwise. If u is not the empty word, u* denotes the infinite word obtained by
infinitely repeating u. A finite word w is said primitive if for any word u, the equality w = u"
(with n an integer) implies n = 1. Any word is the power of a unique primitive word called the
primitive root of w. Two words = and y are conjugate if there exist words u and v such that
x = wv and y = vu. Any conjugate of a primitive word is primitive.

Given a non-empty word w = aj ...a, with a; € A, the length |u| of u is the integer n. One
has |e| = 0. If for some words u,v,p, s (possibly empty), u = pvs, then v is a factor of u, p is
a prefiz of u and s is a suffic of u. When p # u (resp. s # u), we say that p is a proper prefix
(resp. s is a proper suffiz) of .

From now on we consider ordered alphabets. We denote A, = {a; < ... < a,} the n-letter
alphabet A,, = {a1,...,a,} with order a1 < ... < a,,. Given an ordered alphabet A, we denote
by =< the lexicographic order whenever used on A* or on A“. Let us recall that for two different
(finite or infinite) words u and v, u < v if and only if v = zay, v = xbz with a,b € A, a < b,
x € A* y,z € A* U AY, or if (when u is finite) u is a proper prefix of v.

A non-empty finite word w is a Lyndon word if for all non-empty words v and v, w = uv implies
w < vu. This means that a Lyndon word is a primitive word smaller than all its conjugate.
Equivalently [3, 10], a non-empty word w is a Lyndon word if all its non-empty proper suffixes
are greater than it for the lexicographic order. For instance, on the one-letter alphabet {a}, only
a is a Lyndon word. On {a < b} the Lyndon words of length at most 5 are a, b, ab, aab, abb,
aaab, aabb, abbb, aaaab, aaabdb, aabab, aabbb, abbbb. Lyndon words are primitive. The following
property will be sometimes used implicitly.

Proposition 2.1 (see [10] for instance) A non-empty word w is a Lyndon word if and only if
|lw| =1 or w = uv with w and v two Lyndon words such that u < v.

A consequence of this proposition is that, for Lyndon words u and v such that v < v, and for
integers n > 1, m > 1, u™v™ is a Lyndon word.

The second definition of Lyndon words extends to infinite words: An infinite word is an infinite
Lyndon word if all its proper suffixes are greater than it for the lexicographic order. The following
useful result of Melangon [14] will also be sometimes used implicitly.

Lemma 2.2 An infinite word is a Lyndon word if and only if it has an infinity of prefixes that
are Lyndon words.

It is easy to construct an infinite Lyndon word. Let A be an ordered alphabet with a its least
letter, n > 0 be an integer and w be an infinite word having no occurrence of " *!. Thus a" 1w
is an infinite Lyndon word. See for instance [9] for another recent example of infinite Lyndon
word.

Since on a one-letter alphabet there is only one Lyndon word and no infinite Lyndon word,
from now on, we consider only alphabets containing at least two letters.
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3 The hierarchy of morphisms

Let A, B be two alphabets. A morphism f from A* to B* is a mapping from A* to B* such
that for all words u,v over A, f(uv) = f(u)f(v). We also say that f is a morphism on A or that
f is defined on A (without any other precision when B has no importance). A morphism on A
is entirely known by the images of the letters of A. A morphism extends naturally on infinite
words.

A morphism f preserves Lyndon words if the image of any Lyndon word is a Lyndon word. As
in [18], we call Lyndon morphism such a morphism. We define similarly morphisms that preserve
infinite Lyndon words. A morphism f preserves the lexicographic order on finite (resp. infinite)
words if for any finite (resp. infinite) words u and v, v < v implies f(u) <X f(v). We say that
f preserves strictly the lexicographic order if u < v implies f(u) < f(v). This means that f
preserves the order and f is injective. Note that a necessary condition for preserving the order
is that, for any letters a and b with a < b, f(a) = f(b). This is not sufficient: The morphism f
defined by f(a) =b, f(b) = ba does satisty f(a) =< f(b), but it does not preserve order, since, for
instance, f(b) = ba < bb = f(aa).

Lyndon morphisms and morphisms preserving the order on finite words are studied in [18]. In
particular, Lyndon morphisms are injective. This implies that they are non-erasing morphisms
(an erasing morphism f is a morphism such that f(a) = ¢ for at least one letter a). Morphisms
preserving the order on finite words are also injective except for the empty morphism € (e(a) = &,
for each letter a). When considering morphisms that preserve infinite Lyndon words or morphisms
preserving the order on infinite words, we should also consider non-erasing morphisms to preserve
the properties of infinite words.

The aim of this section is to show that the families of morphisms defined above form a hierarchy:

Proposition 3.1 FEach of the following sets is strictly included in the next one in the list:

set of Lyndon morphisms,

set of morphisms preserving infinite Lyndon words,

set of non-erasing morphisms preserving (strictly) the order on finite words,
e set of morphisms preserving strictly the order on infinite words,
e set of morphisms preserving the order on infinite words.

The next examples show that the inclusions are strict.

Example 1 Let n > 2 and (m;)1<i<n be non-zero integers. The morphism f defined on A,, by
f(a;) = a** is an example of morphism preserving infinite Lyndon words (see Theorem 4.5). But
when at least one of the m; is different from 1, f is not a Lyndon morphism since the image of
the Lyndon word a; is not a Lyndon word.

Example 2 The Thue-Morse morphism p defined on {a < b} by u(a) = ab, u(b) = ba is a
morphism preserving the order on finite words [1]. On the other hand, the image of the Lyndon
word abab® is not a Lyndon word: u(abab®) = abbaab(ba)®.
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Example 3 The morphism f defined on {a < b} by f(a) = ba, f(b) = b is an example of a
morphism that preserves the lexicographic order on infinite words (see Corollary 5.3) but that
does not preserve it on finite words: a < b but f(b) < f(a) (f(b) is a prefix of f(a)).

Example 4 A morphism f is periodic if there exists a word z such that f(z) is a power of z for
any word z. When f is not erasing, f preserves the order on infinite words (all infinite words
have z* as image) but does not do it strictly.

Now we have to prove the inclusions claimed by Proposition 3.1. For this, we recall the following
characterization:

Proposition 3.2 [18] Let f be a non-empty morphism on A,, (n > 2). The morphism | preserves
the lexicographic order on finite words if and only if for each i, 1 < i < n, f(a;a%) < f(a;41)
where k; is the least integer such that | f(a;ak)| > |f(aiy1)|.

We also need the following result:

Lemma 3.3 Let x,y € A* with x # € and let n > 1 be an integer. The infinite word x"yx* is
not an infinite Lyndon word.

Proof of Lemma 3.3: Assume z"yz* is an infinite Lyndon word. By Lemma 2.2, it has
infinitely many prefixes which are (finite) Lyndon words. Consequently there exists a non-empty
prefix p of « (possibly p = x) such that "yz™p is a Lyndon word for infinitely many integers m.
But as p is a prefix and a suffix of x™yx™p this one is not a Lyndon word: contradicion. O

Proofs of the inclusions in Proposition 3.1
Inclusion 1: Any Lyndon morphism preserves infinite Lyndon words. This is an immediate
consequence of the definition of Lyndon morphisms and of Lemma 2.2.

Inclusion 2: Any (non-erasing) morphism preserving infinite Lyndon words preserves the order
on finite words. Let f be a non-erasing morphism that does not preserve the order on finite
words. Let us show that f does not preserve the infinite Lyndon words. By Proposition 3.2,
there exist two integers i and k such that f(a;+1) < f(a;a®) and 1 <i < n. Let us consider the
infinite Lyndon word aiaﬁa;*’_‘_l.

If f(ait1) is not a prefix of f(a;a%) then f(aaka¥, ;) is not an infinite Lyndon word. Indeed
for any prefix v of f(a%,,), f(a;ala;11)v is a prefix of f(a;aka?, ;) without being a Lyndon word
since f(aj+1)v = f(aa;a;r1)v.

If f(a;+1) is a prefix of f(a;ak) then there exists a word y such that f(a;aX) = f(a;41)y. Then
f(aaka? ) = zyz* with z = f(a;41). Since f is not erasing, « # . By Lemma 3.3, f(a;aka?, ;)
is not an infinite Lyndon word.

Inclusion 3: Any non-erasing morphism that preserves the order on finite words also preserves
strictly the order on infinite words. Let f be a non-erasing morphism that preserves the order
on finite words. Let u and v be two infinite words such that u < v. Let p be the longest common
prefix of u and v. Let x (resp. y) be the letter such that pz (resp. py) is a prefix of u (resp. of
v). There exists a word w such that prw is a prefix of u and | f(pazw)| > |f(py)|. From pzw < py,
we get f(prw) < f(py). Since |f(pzw)| > |f(py)|, for any words «' and v (finite or infinite),

f(pzw)u' < f(py)v'. It follows f(u) < f(v).
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Inclusion 4 is an immediate consequence of the definition of morphisms preserving (resp. strictly)
the order on infinite words. 0

A consequence of Proposition 3.1 is that known properties of one of the families can be immedi-
ately deduced for all the families it contains. For instance, one can see that morphisms preserving
infinite Lyndon words are injective. As shown by Example 4, it is not the case of morphisms pre-
serving order on infinite words. But it is the case of (non-erasing) morphisms preserving strictly
the order on infinite words. Indeed if f is a non-injective and non-erasing morphism, there exist
distinct words u and v such that v < v and f(u) = f(v). Since f is not erasing and u # v, u
is not a prefix of v. So u¥ < v¥ and f(u¥) = f(v*): f does not preserve strictly the order on
infinite words.

To end this section let us note that Example 1 provides examples of morphisms that preserve
infinite Lyndon words without preserving primitive words (As in [15], we call primitive a mor-
phism that preserves primitive words). This situation does not hold for Lyndon morphisms as
shown by the following new property.

Lemma 3.4 Any Lyndon morphism preserves primitive words.

Proof: Assume a morphism f is not primitive. There exist primitive words u, v and an integer
k > 2 such that f(u) = v¥. There exist words z,y such that u = zry and yz is a Lyndon word.
We have f(yx) = (vov1)* for some words vy, v such that v = vjv,. Since (v9v1)* is not a Lyndon
word, f is not a Lyndon morphism. O

4 Morphisms preserving infinite Lyndon words

The aim of this section is to prove Theorem 4.5 which provides characterizations of morphisms
preserving infinite Lyndon words. Before we prove several useful results.

Proposition 4.1 Let [ be a non-erasing morphism on A, that preserves infinite Lyndon words.
For any Lyndon word u # a,, over A,,, f(u) is a power of a Lyndon word.

Proof: Let r be the primitive root of f(u) and m > 1 be the integer such that f(u) = r™. From
U # an, we get u < a,. Since u and a, are Lyndon words, by Proposition 2.1, for any integer
p > 1, u?aP is a Lyndon word. So u2a¥ is an infinite Lyndon word. If r is not a Lyndon word,
there exist two non-empty words x and y such that r = zy with yx < zy. Since r is primitive,
yx < zy. The word f(u?a) starts with zy. Let P be a prefix of f(a%). The word yzyP is a suffix
of f(u?)P. From yz < xy, we deduce that f(u?)P is not a Lyndon word. So the only prefixes
of f(u?a¥) that can be Lyndon words are the prefixes of f(u?). Hence f does not preserve the
infinite Lyndon words. O

Proposition 4.2 A morphism that preserves infinite Lyndon words also preserves Lyndon words
of length 2.
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Proof: Any Lyndon word of length 2 is of the form ab with a, b letters such that a < b. Let f
be a morphism that preserves infinite Lyndon words. By Proposition 4.1, there exist a Lyndon
word w and an integer k > 1 such that f(ab) = w*. Assume k > 2. We distinguish two cases.
Case |f(a)| > |w|. In this case f(a) = wiw; for an integer i > 0 and a non-empty prefix w;
of w (if i = 0, w1 = w). By Proposition 4.1, f(a) = 27 for an integer j > 1 and a Lyndon word
z. Hence w = z'z; for an integer [ and a non-empty suffix z; of z. Since w is a Lyndon word,
w =2z (I =0). So |z| > |w|. Hence |z| = |w]|, that is z = w, otherwise w; is a non-empty prefix
and suffix of the Lyndon word z. It follows f(b) € w* and so f(ab”) is not a Lyndon word.
Case |f(a)| < |w|. There exists a word ws such that w = f(a)ws, f(b) = waw®~!. Although
abbabb® is a Lyndon word, the word f(abbabb®) is not a Lyndon word. Indeed it starts with
whwywkF T wk =2, Since w is a Lyndon word and ws is one of its proper suffixes w < wo and
wFtt < wFw,. So we cannot have k& > 2. Hence k = 1. O

Lemma 4.3 If u and v are two nmon-empty words such that uv is a Lyndon word, then uvv is
also a Lyndon word.

Proof of Lemma 4.3: Let s be a non-empty suffix of wvv. If s is a suffix of v then as uv is a
Lyndon word uv < s whence uvv < s. Otherwise s = s’v for a non-empty suffix s’ of uv. Again
uv < s’ implies uvv < s'v = s. O

Let us remark that the converse of Lemma 4.3 does not hold (take u = aba, v = b).

Lemma 4.4 Letu be a Lyndon word, v be a primitive word different from u, and letn >1,m > 1
be two integers. If u™ < v™, then u < v.

Proof of Lemma 4.4: Assume by contradiction that v < u < 4™ < v™. Then necessarily v is
a prefix of u. Let ¢ > 1 be the greatest integer such that v? is a prefix of u. Note that m >4 + 1.
Let 2 be the word such that v = v'z. Since u is a Lyndon word, and u # v, we have x # ¢
and u < z. In particular x is not a prefix of v. By construction, v is not a prefix of z. So from
viz < x, we deduce the existence of words a, 3 and v and letters a,b such that a < b, v = aaf
and x = aby. We get a contradiction with u™ < v™ since u™ starts with vaby and v™ starts
with v’ aaf. |

One can also observe that the converse of Lemma 4.4 does not hold (take u = ab, v = aba), but
as a consequence of Proposition 2.1, the reader can verify that the converse holds if we assume
also that v is a Lyndon word.

Theorem 4.5 Let f be a non-erasing morphism on A,. The following assertions are equivalent:
1. f preserves infinite Lyndon words;
2. f preserves the order on finite words and for each i, 1 <1i < n,

o f(a;) is a power of a Lyndon word, and

e f(a;ay) is a Lyndon word;
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3. given an integer nyg > 2, for any Lyndon word u of length at least ng, f(u) is a Lyndon
word.

Proof: 3 = 1 is a direct consequence of Lemma 2.2.

1 = 2 is a direct consequence of Propositions 3.1, 4.1 and 4.2.

Proof of 2 = 3. Let f be a morphism verifying Assertion 2. Let u be a Lyndon word of length
at least 2. We prove by induction on |u| that f(u) is a Lyndon word.

For this, let us first observe that for 1 < i < j < n, a;a; is a Lyndon word. Moreover f(a;a;)
is a Lyndon word. Indeed by hypotheses, there exist Lyndon words u; and u; and integers m;
and m; such that f(a;) = u;" and f(a;) = u;n] Since f preserves the order on finite words,
f(a;) < f(a;j). By Lemma 4.4, u; < u;. By Proposition 2.1, uf“u;n] = f(a;a;) is a Lyndon word.
Hence f preserves Lyndon words of length 2.

Now assume |u| > 3. Choose w and v such that u = vw and w is the proper suffix of u of
greatest length which is a Lyndon word. Proposition 5.1.3 in [10] shows that v is a Lyndon word
and moreover v < w. Of course v # a, and so by hypotheses and by inductive hypothesis, we
deduce that f(v) is a power of a Lyndon word. If w # a,, f(w) is also a power of a Lyndon word.
As for case |u| = 2, f(u) = f(vw) is a Lyndon word. If w = a,,, we must have u = azah ™.
Observe that by hypotheses f(a;a,) is a Lyndon word. Hence Lemma 4.3 implies that f(a;ak)
is a Lyndon word for any integer k£ > 1. In particular f(u) is a Lyndon word. a

We end this section with some remarks.

First of all, Assertion 2 provides an algorithm to test if a morphism preserves infinite Lyndon
words. Indeed by Proposition 3.2, we know how to verify if a morphism preserves the order on
finite words. Moreover it is easy to compute the primitive root of a word, and there exists a well-
known algorithm to test if a word is a Lyndon one [5]. A more precise analysis can show that the
algorithm provided by the previous result can be implemented in time O(max{|f(ab)| | a # b}).

We observe also that the sufficient and necessary conditions given by Assertion 2 are close to
the one obtained in [18]:

Proposition 4.6 [18] Let n > 2 be an integer. A morphism f on A, is a Lyndon morphism if
and only if it satisfies the following two properties:

1. f(a) is a Lyndon word for each a € A,,
2. f preserves the order on finite word.

Finally let us observe that a,, cannot be considered in Proposition 4.1 as shown in the following
example.

Example 5 The morphism f defined on {a < b} by f(a) = aa and f(b) = bab preserves the
lexicographic order (this is a direct consequence of the fact that f(a) and f(b) start respectively
with @ and b). Moreover f(a) is a power of the Lyndon word a and f(ab) = ababb is a Lyndon
word. Thus by Theorem 4.5, f preserves infinite Lyndon words but f(b) is not a power of a
Lyndon word.
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5 Morphisms preserving order on infinite words

Here we study morphisms that preserve (resp. strictly) the order on infinite words. We have
already noticed that there exist morphisms that preserve the order on infinite words without
preserving it on finite words. The following proposition explains the main difference between
these two families of morphisms.

Proposition 5.1 A non-erasing morphism f preserves the order on infinite words if and only if
for all finite words u and v, if u < v then f(u) <X f(v) or f(v) is a prefiz of f(u).

Proof: Assume first that f preserves the order on infinite words. Let v and v be two finite words
such that u < v. If u is a prefix of v, then f(u) < f(v). Else u* < v¥. Since f(u¥) < f(v¥), f(v)
is a prefix of f(u) or f(u) < f(v).

To prove the converse, assume that f does not preserve the order on infinite words. Let z, y
be two infinite words such that z < y and f(y) < f(z). There exist a finite word «, letters a,b
and infinite words X, Y such that a < b, f(z) = abX, f(y) = aaY. Let u (resp. v) be a prefix of
z (resp. y) such that ab (resp. aa) is a prefix of f(u) (resp. f(v)). By construction, f(v) < f(u)
and f(v) is not a prefix of f(u). So u is not a prefix of v and v is not a prefix of u. By definition
of u and v and since x <y, we have u < v. O

5.1 Characterizations

The following theorem states our characterization of morphisms preserving the lexicographic
order on infinite words.

Theorem 5.2 A non-erasing morphism [ on A, preserves the lexicographic order on infinite
words if and only if f(a1a,) X flanar) and for all i, 1 <i<n, f(a;a¥) < f(aiy10y).

For letters a and b, one can observe that f(ab¥) < f(ba®) is equivalent to f(ab) =< f(ba).
Consequently:

Corollary 5.3 A non-erasing morphism f on {a < b} preserves the lexicographic order on infi-
nite words if and only if f(ab) X f(ba).

To prove Theorem 5.2, we need the next three lemmas.
Lemma 5.4 Let u and v be two non-empty words. If uv = vu then u* = v¥. If uv < vu then

u? <.

Proof: of Lemma 5.4 If uv = vu, then v and v are powers of a same word z (see [10] for instance).
Thus v = 2% = v*.

When uv < vu, we can show by induction that, for any integers i # 0, j # 0, uv/ < v/u?. In
particular, ulvlvl*l < vl Since [vl¥l| = |ull], ul*l < v/l and u@ < v*. O

Lemma 5.5 For non-empty words v and v, if uv® < wu® and uwv = vu, then uw =< wu.
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Proof: of Lemma 5.5 Assume by contradiction that wu < ww. By induction, for any integer
i, we can prove wu' < uw'w. In particular, wul’!*t < wl*1w. Since [wul*!*!| = |ul*IT1w],
wu? = wul?T 1y < ulPHlwur . From wo® < wu®, we get v¥ < ullwu®. So for length reason,
U|U\ < u|v‘_

The hypothesis uv < vu implies ul?lvl“l < vlly!*l Once again for length reason w!*l < vl¥l: a
contradiction. O

Similarly one can prove:

Lemma 5.6 For non-empty words v and v, if wv* < vu® and uwv < vu, then wv < vw.

Proof: of Theorem 5.2 Let f be a non-erasing morphism on A,, that preserves the lexicographic
order on infinite words. By definition, for all letters =,y with < y, f(za¥) < f(ya¥). This is
true in particular when « = a; and y = a;41 for 1 < i < n. This is also true when z = a; and
Yy = an. In this last case, f(a1a¥) < f(anay) implies, for length reason, f(aia,) < f(anay).

Assume now that f is a non-erasing morphism on A, such that f(a1a,) < f(anai) and for
all i, 1 <i < n, f(a;a?) < f(aiy1ay). We first observe that Lemma 5.4 implies f(ay) < f(a¥).
Consequently, for any integer i, 1 < i < n, f(a;+1a¥) =2 f(a;+1a%). So by induction, we can
prove that for ¢ and j such that 1 <i < j <n, f(a;a¥) < f(ajay). In other words for z,y € A,
such that x <y, f(za¥) =< f(ya¥).

Let « € A,. When = # ay, from f(a1a?) = f(zay) and f(ara,) <X f(ana1), Lemma 5.5

implies f(a1z) = f(xap). This also holds when = = a;. Using Lemma 5.6, we also deduce that
f(zan) = flans).

To prove that f preserves the lexicographic order on infinite words, it is sufficient to prove that
f(zu) < f(yv) when z,y are two letters such that @ < y and u and v are infinite words. Since
ru = xa¥ X yay =X yv and since f(za¥) = f(yay), it is sufficient to prove f(u) X f(a¥) and
f(a?) = f(v). We just prove f(u) = f(a¥) (the proof of the other inequality is similar).

Assume by contradiction f(a¥) < f(u). There exists an integer p, a prefix u; of u, words
wy, we, ws, letters a, B such that o < B, f(af) = wiaws, f(u1) = wiPfws. Then f(af) <
f(u1) = f(ural). Since for all letters z, f(za,) =X f(anz), we can get f(uia?) < f(alui). So
f(a?) < f(u1) = f(aPuy). Since f(af) is not a prefix of f(uq), this is impossible. Consequently
Fuw) < fa). 0

One question is: How to test whether a morphism preserves the lexicographic order on infinite
words? For binary morphisms, Corollary 5.3 gives an answer. The next proposition treats the
general case. With Theorem 5.2, it shows that to check whether or not a morphism preserves the
lexicographic order on infinite words it is sufficient to check the preservation of the order only on
a finite set of couples of finite words. The couples of words to be tested are (a1, ) and (z,an)
for letters x and the couples (za’,,yal) where x,y,14,j are as in the next proposition.

Proposition 5.7 Let n > 2 be an integer, f be a non-erasing morphism on A,, x,y be letters

such that x <y and m = max(|f(z)|,[f()]) + |f(a)] + |f(an)] — ged([f(ar)], [f(an)]). The
following assertions are equivalent:

1. f(zay) < f(yaf),



On morphisms preserving infinite Lyndon words 99

2. f(zal) = f(ya]l) or f(ya{) is a prefiz of f(xal) where i and j are the least integers such
that | f(wa;,)| > m and |f(yai)] = m.

The proof of this result is a consequence of Fine and Wilf’s theorem (see [11] for instance)
recalled below. This explains the ged that appears in the statement.

Theorem 5.8 (Fine and Wilf’s theorem) Let u and v be two non-empty words. If a power of u
and a power of v have a common prefiz of length |u| + |v] — ged(|ul, |v]), then u and v are powers
of a same word.

Proof: of Proposition 5.7 If for integers 4,7, f(yal) < f(za’) and f(ya)) is not a prefix of
f(zay,), then f(ya?) < f(zay). ) .

Assume now f(za) = f(ya) or f(yal) is a prefix of f(za?,) where m = max(|f(z)|,|f(y)|) +
|f(a1)] + | f(an)| — ged(|f(a1)],|f(an)|), @ and j are (the least) integers such that |f(za)| > m
and |f(yal)| > m.

If f(zal) < f(yal) and f(zal) is not a prefix of f(ya’) then f(za¥) < f(ya?).

If f(zal) is a prefix of f(yal) orif f(ya?) is a prefix of f(xal), then by hypotheses on i and j,
f(a¥) and f(a¥) have a common factor of length |f(a1)|+|f(an)|—ged(|f(a1)l, |f(an)]). It follows
by Fine and Wilf’s theorem that f(ay) and f(a,) are powers of conjugate words (f(a1) = (uv)?,
f(an) = (vu)? for words u and v and integers  and 3). Then for any integers k and [ such that
k>iorl>j weget f(zak) is a prefix of f(yal) or f(ya}) is a prefix of f(za¥). This implies
f(za) = f(yaf). O

To end this part, let us note that, when considering morphisms preserving strictly the order
on infinite words, we can get similarly as previously:

Theorem 5.9 A non-erasing morphism f on A, preserves strictly the lexicographic order on
infinite words if and only if f(aray) < f(ana1) and for alli, 1 <i<mn, f(a;a?) < f(ai+1a?).

Corollary 5.10 A morphism f qon {a < b} preserves strictly the order on infinite words if and
only if f(ab) < f(ba).

Proposition 5.11 Let n > 2 be an integer, f be a non-erasing morphism on A,, x,y be letters

such that = <y and m = max(|f(2)],[f()]) + |f(a)| + |f(an)] = ged(|f(ar)l,[f(an)]). The
following assertions are equivalent:

1. f(zay) < f(yaf),

2. f(xal) < f(ya{) and f(xal) is not a prefiz of f(ya{) where © and j are the least integers
such that | f(zal)| > m and |f(yal)| > m.

5.2  Frontier

Now we study the frontier between the two families of morphisms characterized in Section 5.1.
In Example 4, we have already mentioned that periodic morphisms preserve the order on infinite
words but not strictly. The next proposition shows that these morphisms are the only ones which
preserve the order on infinite morphisms without being injective.
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Proposition 5.12 A non-erasing morphism f that preserves the lexicographic order on infinite
words is not injective if and only if it is periodic.

Proof: Of course, if a morphism is periodic, it is not injective (Recall that we consider alphabet
with at least two letters).

Now assume that f is a non-erasing morphism preserving the lexicographic order and assume
that u and v are two different finite words such that f(u) = f(v). Assume u < v (case v < u is
symmetric to the present case). The word u is not a prefix of v since f(u) = f(v), u # v and f
is not erasing. Hence for any letters x,y with x < y, uy® < vx*. Since f preserves the order on
infinite words, f(z*) < f(y*) and f(uy®) < f(va®). Since f(u) = f(v), we get f(z¥) = f(y*)
and so (by Fine and Wilf’s theorem) f(x) and f(y) are powers of a same word. Since this is true
for each pair of letters {x,y}, f is periodic. ]

Now the question is: do there exist morphisms which are not periodic and that preserve the
order on infinite words but not strictly? The answer is yes as shown by the following examples.

Example 6 The morphism f defined on {a < b} by f(a) = ab, f(b) = abb, f(c) = ba preserves
the order but not strictly. Indeed f(ac¥) = f(ba*) = ab(ba)¥. Note that for any infinite words
u # ac® and v # ba¥, if u < v, then f(u) < f(v).

Example 7 The same property holds for the morphism f defined by f(a) = ab, f(b) = ac,
f(e) = acd, f(d) = ba. For this morphism, f(bd“) = f(ca®) = ac(ba)”. We note also that for
any infinite words u and v such that u # bd“ or v # ca®, if u < v, then f(u) < f(v).

But in some special cases, the answer to the previous question is no. Let us recall two defini-
tions. A morphism is uniform if the images of the letters have all the same length. A morphism
f on A is prefiz if for all a,b in A, f(a) is not a prefix of f(b).

Proposition 5.13 Let f be a non-periodic morphism defined on an ordered alphabet A. If A
contains two letters, or if f is prefix or uniform, then f preserves the order on infinite words if
and only if it does it strictly.

Proof: By Proposition 3.1, we have just to prove the only if part. Let f be a non-periodic
morphism defined on an alphabet A. Assume that f preserves the order on infinite words.

Case Card(A) = 2. By Theorem 5.2, f(ab) < f(ba) and f(ab¥) =< f(ba*). Since f is not
periodic, f(ab) < f(ba) and consequently f(ab*) < f(ba*). By Theorem 5.9, f preserves
strictly the order on infinite words.

Case f prefix. Let u and v be two different infinite words. We can write u = pzu’ and v = pyv’
for a word p, two letters  and y and two infinite words »’ and v/. Assume u < v, then
z < y. Since f(pru') = f(u) < f(u) = f(pyr/), since f(z) is not a prefix of £(y) and f(y)
is not a prefix of f(x) then f(z) < f(y) and f(u) < f(v).

Case f uniform. If f(z) = f(y) for two letters z and y, then f is not injective. By Proposi-
tion 5.12, f is periodic: a contradiction. So f is prefix, and the result holds by the previous
case.
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d

Proposition 5.13 leads to consider the hierarchy given in Proposition 3.1 for cases treated by it.
Examples 1 and 2 show that in this cases the set of Lyndon morphisms is different from the set
of morphisms preserving infinite Lyndon words which is itself different from the set of morphisms
preserving the order on finite words. Moreover Example 3 shows that a binary morphism can
preserve the order on infinite words but not on finite words. The reader can verify that this
situation does not hold for prefix morphisms and for non-periodic uniform morphisms.

6 Episturmian morphisms

There is (at least) another family of morphisms for which hierarchical questions arise. Indeed
in [18], we characterized the episturmian morphisms that are Lyndon morphisms. Episturmian
morphisms were introduced in [4, 8] in order to study a generalization of Sturmian words (see
also [17]). We recall them. Let A be an alphabet. For z,y letters, the exchange morphism Ej,
is defined on A by Eyy(z) =y, Euy(y) = ¢ and Ey(z) = 2z for z € A\ {z,y}. In what follows,
we denote the composition of applications just by juxtaposition and we use regular operations to
denote particular subsets of the monoid of all endomorphisms on A. An endomorphism on A is
an episturmian morphism if it belongs to

Episturm(A) = (Exch(A) U{¥,, ¥, | a € A})*

where Exch(A) is the set of exchange morphisms and for « € A,
g..4a—a 7.l a—a
Tl z—ax, VeeA\{a} )l z—za, Ve A\{a}
In the rest of this section, we consider an ordered alphabet A of cardinality at least two. We
call a (resp. b) the least (resp. the greater) letter of A for the lexicographic order. We first

observe:

Proposition 6.1 An episturmian morphism preserves Lyndon words if and only if it preserves
infinite Lyndon words.

Proof: By Proposition 3.1, a Lyndon morphism preserves infinite Lyndon words. Let f be
an episturmian morphism that preserves infinite Lyndon words. By Theorem 4.5, f preserves
the order on finite word, and for each i, 1 < i < n, f(a;) is a power of a Lyndon word. For
a € A, U, is a primitive morphism. (Indeed if ¥, (u) = v¥ for two primitive words u,v and
an integer k > 2, the word v starts with the letter a. Consequently v = ¥, (z) for a word z.
Hence ¥, (z%) = ¥, (u). Since the morphism V¥, is injective, u = z¥.) Similarly we can see that
exchange morphisms and morphisms ¥, for o € A are primitive morphisms. So f is a primitive
morphism. In particular for each i, f(a;) is a Lyndon word. By Proposition 4.6, f is a Lyndon
morphism. a

Let us recall from [18] that the episturmian morphisms on A that preserve Lyndon words
are the morphisms in ({U, | @ € A\ {a}}*¥,)*T,. In [18], it is also shown that there exist
episturmian morphisms that preserve the order on finite words without preserving Lyndon words.
For instance, this is the case for ¥,,.
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Example 3 provides ¥; as an example of episturmian morphism that preserves the order on
infinite words without preserving it on finite words. In fact, one can verify that each morphism
VU, ¥, (with a a letter) preserves strictly the order on infinite words. In [18], it is proved that
any episturmian morphism f can be decomposed as f = p¥ with p € Exch(A) and ¥ € {V¥,,, ¥,, |

a € A}*. Consequently:

Proposition 6.2 The following assertions are equivalent for an episturmian morphism f:
1. f preserves the order on infinite words,
2. f preserves strictly the order on infinite words,

3. fe ¥y, ¥, |ac A}

7 On morphisms preserving border-free words

A word u is a border of a word w if u is a proper prefix and a proper suffix of w. A word w is
said border-free if it has no border except the empty word . Let us recall that a Lyndon word
is a special case of border-free word and that a border-free word is primitive. We say that a
morphism f preserves border-free words or is a border-free morphism if f(w) is border-free for
each border-free word w.

We have already said that a Lyndon morphism is a primitive morphism (Lemma 3.4). Exam-
ple 1 shows that a morphism that preserves infinite Lyndon words is not necessarily a primitive
morphism. Contrarily to the case of words, Lyndon morphisms and border-free morphisms are
not related as shown by the following examples.

To show that there exist border-free morphisms that are not Lyndon morphisms, it suffices
to consider any permutation, that is any composition of exchange morphisms. For instance the
exchange morphism F defined by E(a) = b, E(b) = a is a border-free morphism but not a Lyndon
morphism. Note that it does not preserve the lexicographic order. The following example is a
border-free morphism that preserves the order without being a Lyndon morphism:

f(a) = abbababbbb,
7(b) = abbd.

Now consider the morphism f defined by f(a) = a, f(b) = ab. This morphism is not a prefix
morphism so that it is not border-free. But it is a Lyndon morphism. An example of a Lyndon
morphism which is not suffix is f(a) = ab, f(b) = b (a suffic morphism is a morphism such that
for all words w, v, f(u) is a prefix of f(v) if and ounly if u is a prefix of v). Let us also consider
the following example: f(a) = aab, f(b) = ababb. This morphism is a Lyndon morphism. It is
both a prefix morphism and a suffix morphism. But it is not a border-free morphism since f(ba)
has the border ab.

Observe now that a border-free morphism is non-erasing except if it is the totally erasing
morphism e. Indeed if there exist letters a,b such that f(a) = ¢ and f(b) # e then f(abb) has
f(b) as border although abb is border-free.

A non-empty border-free word is a primitive word. This property extends to morphism.
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Lemma 7.1 A border-free morphism different from e preserves primitive words.

Proof: Key elements of the proof are the well-known facts: a word w is primitive if and only if
any of its conjugate is primitive; any primitive word is a conjugate of a Lyndon word.

Let us consider a primitive word w. Let u,v be the words such that w = uv and vu is a
Lyndon word. The word vu is border-free. Hence f(vu) is border-free. This implies that f(vu)
is a primitive word. Its conjugate f(w) = f(uwv) is also primitive.

O

Now we provide a characterization of border-free morphism.

Proposition 7.2 A non-erasing morphism f : A* — B* preserves border-free words if and only

if
1. f(a) is border-free for each letter a € A,

2. f(ab) is border-free for all a,b € A, with a # b.

Proof: The condition is immediately seen to be necessary.

Assume now that f is a non-erasing morphism such that f(a) is border-free for each letter
a € A and f(ab) is border-free for all a,b € A, with a # b. We first note that f is a prefix
morphism. Indeed if f(a) is a prefix of f(b) then f(ba) has f(a) as border: this contradicts the
second hypothesis. Similarly f is a suffix morphism.

Now let u be a border-free word such that f(u) has a non-empty border xz. Assume first
that there exists a word v such that x = f(v). Since f is both a prefix morphism and a suffix
morphism, and since z is a proper prefix and a proper suffix of f(u), the word v is a proper prefix
and a proper suffix of u. This contradicts the fact that u is border-free. Now assume that for no
word v, = f(v). Then x = f(v)y with y a non-empty prefix of f(a) for a letter a. Moreover
y # f(a). Note that the word y is a suffix of f(u). Let bt with b € A and t € A* be the least suffix
of u such that y is a suffix of f(bt). For a suffix z of f(b), y = zf(¢). By definition of bt, z # . If
z = f(b) then z = f(vbt) a contradiction with the case hypothesis. So z is a proper suffix of f(b)
and a proper prefix of f(a). Since f(a) is border-free, a # b. So finally z is a non-empty border
of f(ab). This contradicts the second hypothesis. Hence f is border-free. a

A consequence of Proposition 7.2 is that one can test in time O(max{|f(ab)| | a,b € A,a # b})
if a morphism is border-free. Indeed for a word w, it is now a classical algorithm to compute in
time O(Jwl|) the length of the greatest border of w (see [12] for instance).

Let us end by a remark: the only episturmian morphisms that are border-free are the morphisms
in (Exch(A))*.

8 Morphisms preserving the radix order

Another order on finite words sometimes used (see for instance [11]) is the radiz order defined
by <, yif |z] < |y, or x =y, or |z| = |y| and x = uaz’ and y = uby’ with a, b letters such that
a < b. A natural question is the study of morphisms preserving (resp. strictly) the radix order,
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that is morphisms f such that f(u) <, f(v) (resp. f(u) <, f(v)) for all words u,v with u <, v
(resp. u <, v). This section is devoted to this study. First we note that these morphisms can be
easily characterized (we still work on alphabet with at least two letters).

Proposition 8.1 A morphism f preserves the radiz order if and only if f is uniform and one
of the two following assertions is verified

o for all letters a,b, f(a) = f(b),
o for all letters a,b with a < b, f(a) <, f(b).

Proof: Let f be a morphism that preserves the radix order. We first prove that f is uniform.
Assume by contradiction that there exist two letters a, b such that a < b and | f(a)| # |f(b)|. From
f(a) <, f(b), we get |f(a)] < |f(b)]. But then, although abb <, baa, we have |f(abb)| > |f(baa)]
and so f(abb) >, f(baa). This contradicts the fact that f preserves the radix order. Hence f is
uniform.

Now we prove that if there exist two letters a and b such that f(a) = f(b) then for all letters c,
f(¢) = f(a). Assume by contradiction that ¢ is a letter with f(c) # f(a). First we note that we
cannot have a < ¢ and a < b. Indeed in this case f(a) <, f(c) and f(ac) <, f(ba) which implies
f(e) <, f(a). Similarly cases b < a < ¢ (consider words bac and aba in place of ac and ba) and
¢ < a are not possible. Hence for all letters ¢, f(c) = f(a).

If f is uniform with f(a) = f(b) for all letters a,b then immediately f preserves the radix
order.

Now let f be a uniform morphism such that f(a) <, f(b) for all letters a, b with a < b. Let u,v
be words with u <, v. If |u| < |v| then | f(u)] < |f(v)] and so f(u) <, f(v). If |u] = |v|, u = wax’,
v = wby’ for words w, x’,y’ and a, b letters such that a < b, since f(a) <, f(b), f(u) <, f(v). O

Similarly, we have:

Proposition 8.2 A morphism f preserves strictly the radiz order if and only if f is uniform
and for all letters a,b with a < b, f(a) <, f(b).

We end this section with several remarks:

e Of course any constant morphism on the alphabet preserves the radix order and so not
all morphisms preserving the radix order also preserve strictly this order (the converse is
trivially true).

e From all characterizations, one can observe that morphisms that preserve (even strictly)
the radix order have no general relation with Lyndon morphisms or with morphisms that
preserve (even strictly) the lexicographic order or with border-free morphisms.

e It follows from the previous characterization and other results stated or recalled in this
paper that if f is a uniform morphism, f preserves (resp. strictly) the radix order if and
only if it preserves (resp. strictly) the lexicographic order.

e Except morphisms in Exch(A), no episturmian morphism is uniform and so no episturmian
morphism preserves the radix order.
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9 A remark on monoids of morphisms

Let A be an alphabet. For any family of endomorphisms on A considered in this paper (mor-
phisms preserving infinite Lyndon words, morphisms preserving (strictly) the order on infinite
words, border-free morphisms, morphisms preserving the radix order), the family has naturally a
structure of monoid for the composition of applications. We end this paper with a remark about
these monoids.

In [18], it is shown that the monoid of Lyndon endomorphisms on A, (with n > 2) is not
finitely generated. This is done using an infinite family of Lyndon endomorphisms f, on A,
(fplar) = dPag, fp(a;) = a;_1a? a4y for 2 <i<n—1,and f,(a,) = an_1aL) that cannot be
written f, = gh with g and h two endomorphisms on A,, preserving the order on finite words and
different from the identity. It follows from the hierarchy that this family can also be used to show
that the monoid of endomorphisms preserving infinite Lyndon words is not finitely generated.
In fact morphisms f, cannot be decomposed using morphisms preserving the order on infinite
words. This shows that monoids of other endomorphisms in Proposition 3.1 are also not finitely
generated.

The monoid of border-free endomorphisms on an alphabet A (containing at least two letters)
is also not finitely generated. This can be viewed considering, for p > 0, the morphisms defined
by

a— ab
b — aabbb?
¢ cfor c & {a,b}

Finally let n > 2 be an integer. Considering for p > n 4+ 1, the morphisms g, defined on A,, by
gpla;) = af“ag_i, we can see that the monoid of endomorphisms on A,, that preserve the radix
order is not finitely generated.

10 Conclusion

There are other questions of interest concerning morphisms and (infinite) Lyndon words. The
first one is to find more applications of the morphisms studied in this paper and in [18] for
instance in order to decompose in Lyndon words some infinite words (as done for instance for the
Fibonacci word in [18]). A second question is: which are the morphisms that generate an infinite
Lyndon word? Let A be an ordered alphabet with a its least letter. Let f be a morphism such
that f“(a) = lim, o f™(a) exists and is an infinite word. One can verify that if f is a Lyndon
morphism or if f preserves infinite Lyndon words then the previous limit is an infinite Lyndon
word. But there exist morphisms that generate an infinite Lyndon word without preserving finite
or infinite Lyndon words. This is the case of the morphism f defined on {a < b} by f(a) = aba
and f(b) = bb: for n > 0 the words f"(ab) are Lyndon words that are prefixes of f“(a); f(a?b*)
is not a Lyndon word.
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