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Following a question of J. Cooper, we study the expected number of occurrences of a given permutation pattern q in
permutations that avoid another given pattern r. In some cases, we find the pattern that occurs least often, (resp. most
often) in all r-avoiding permutations. We also prove a few exact enumeration formulae, some of which are surprising.
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1 Introduction
Let q = q1q2 . . . qk be a permutation in the symmetric group Sk. We say that the permutation p =
p1p2 . . . pn ∈ Sn contains a q-pattern if and only if there is a subsequence pi1pi2 . . . pik

of p whose
elements are in the same relative order as those in q, that is,

pit < piu if and only if qt < qu

whenever 1 ≤ t, u ≤ k. If p does not contain q, then we say that p avoids q. For example, 41523 contains
exactly two occurrences of the pattern 132, namely 152 and 153, while 34512 avoids 132. See Chapter
14 of [1] for an introduction to pattern avoiding permutations, and Chapters 4 and 5 of [2] for a somewhat
more detailed treatment. A recent collection of research articles can be found in [5].

It is straightforward to compute, using the linear property of expectation, that the average number of
q-patterns in a randomly selected permutation of length n is 1

k!

(
n
k

)
, where k is the length of q.

Joshua Cooper [4] has raised the following interesting family of questions. Let r be a given permutation
pattern. What can be said about the average number of occurrences of q in a randomly selected r-avoiding
permutation?

In this paper, we study this family of questions in the case when r = 132. We prove the perhaps
surprising result that among patterns of a fixed length k, it is the increasing pattern 12 · · · k that occurs
least often and it is the decreasing pattern k(k−1) · · · 1 that occurs most often in a randomly selected 132-
avoiding permutation. While pattern avoiding permutations in general has been a very popular topic in the
last fifteen years, this paper joins a rather short list of articles ([3] is an example) in which expectations of
the number of occurrences of a pattern are computed.
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2 Preliminaries
The structure of 132-avoiding permutations is well understood. If p = p1p2 · · · pn is such a permutation,
and pi = n, then pt > pu must hold for all pairs (t, u) satisfying t < i < u. In other words, all entries on

n

Fig. 1: In a 132-avoiding permutation, all en-
tries preceding the maximal entry are larger
than entries following the maximal entry.

the left of the entry n must be larger than all entries of the
right of n. Indeed, if this does not happen, then ptnpu is a
132-pattern. This property is so central to the work carried
out in this paper that we illustrate it by Figure 2.

Therefore, if Cn denotes the number of 132-avoiding per-
mutations of length n, then the numbers Cn satisfy the re-
currence relation

Cn =
n∑

i=1

Ci−1Cn−i, (1)

with C0 = 1. Hence the numbers Cn are identical to the fa-
mous Catalan numbers Cn =

(
2n
n

)
/(n+1). See Chapter 6 of

Enumerative Combinatorics [6] for a wealth of information
on Catalan numbers.

It follows from the structural property described in the first paragraph of this section that a 132-avoiding
permutation either ends in its largest entry, or it is decomposable, that is, it can be cut into two parts so that
every entry that precedes that cut is larger than every entry that follows that cut. Indeed, if the maximal
entry n is not in the rightmost position, then one can cut the permutation immediately after n to obtain
such a cut. Note that there may be additional ways to cut the same permutation. (We mention that some
authors use a different definition of decomposable permutations, one that could be called the dual of this
one, but the present definition suits the purposes of this paper better.)

Example 1. The permutation 76834512 is decomposable. One possible cut is 768|34512, and another
one is 768345|12.

This relatively simple structure of 132-avoiding permutations enables us to give an exhaustive list of
the ways in which a 132-avoiding permutation can contain a given pattern.

Fact 1. If the 132-avoiding permutation p of length n contains a copy Q of the pattern q of length k, then
one of the following holds. (Note that q itself must be 132-avoiding; otherwise p clearly avoids q.)

1. If q is not decomposable, that is, if q ends in its largest entry, then

(a) either all of Q must be on the left of n,
(b) or all of Q must be on the right of n,
(c) or Q must end in n.

For instance, if q = 123, then in p = 678952134, the subsequence 678 precedes n = 9, the
subsequence 679 ends in 9, and the subsequence 134 follows 9.

2. If q is decomposable, that is, when q does not end in its largest entry, and q does not start with its
largest entry, then

(a) either all of Q is on the left of n,
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(b) or all of Q is on the right of n,
(c) or the part of Q that precedes a given cut is on the left of n and the part of Q the follows that

cut is on the right of n,
(d) or the part of Q preceding k is on the left of n, the part of Q following k is on the right of n,

and the maximal entry k of Q coincides with n.

For instance, if q = 231, then in p = 786923451, the subsequence 786 precedes 9, the subse-
quence 241 follows 9, the subsequence 785 has its entries 7 and 8 before 9 and its entry 5 after 9
(corresponding to the cut 23|1), and the subsequence 895 starts before 9, uses 9, and ends after 9.

3. If q is decomposable and q starts with its largest entry k, then

(a) either all of Q is on the left of n,
(b) or all of Q is on the right of n,
(c) or the part of Q that precedes a given cut is on the left of n and the part of Q that follows that

cut is on the right of n, or
(d) Q starts with n, and the rest of Q is on the right of n.

3 Increasing Patterns
Before proving that among all patterns of length k, it is the increasing pattern 12 · · · k that occurs least
often in 132-avoiding permutations, we prove a few general facts about the total number of increasing
patterns in these permutations.

3.1 A formula for increasing patterns
Let an,k be the total number of 12 · · · k-patterns in all Cn permutations of length n that avoid 132. So for
instance, a2,1 = 4, a3,1 = 15, and a2,2 = 1.

Our goal in this subsection is to provide an explicit formula for the generating function Ak(x) =∑
n an,kxn. We will use the well-known (see for instance Chapter 14 of [1]) explicit formula for the

generating function of the Catalan numbers,

C(x) =
∑
n≥0

Cnxn =
1−
√

1− 4x

2x
.

We will prove the following theorem.

Theorem 1. We have

A1(x) =
∑
n≥1

nCnxn =
∑
n≥1

(
2n

n

)
xn −

∑
n≥1

Cnxn =
1√

1− 4x
− 1−

√
1− 4x

2x
. (2)

Furthermore, for all positive integers k ≥ 2, we have

Ak(x) = A1(x)
(

xC(x)
1− 2xC(x)

)k−1

= A1(x)
(

1
2
√

1− 4x
− 1

2

)k−1

(3)

= A1(x)F k−1(x).
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Proof: For k = 1, the claim is obvious, since an increasing subsequence of length one is just an entry of
a permutation.

For larger k, an increasing subsequence of length k is an indecomposable pattern. Hence the ways in
which it can occur in the 132-avoiding permutation p are listed in Case (1) of Fact 1. This leads to the
recurrence relations

an,k = 2
n∑

i=1

ai−1,kCn−i +
n∑

i=1

ai−1,k−1Cn−i,

or in terms of generating functions,

Ak(x) = 2xAk(x)C(x) + xAk−1(x)C(x) (4)

= Ak−1(x)
xC(x)

1− 2xC(x)
, (5)

and our claim follows by induction on k.

Note that in particular, (3) implies that for 1 ≤ k < l we have

Ak(x)Al(x) = Ak+1(x)Al−1(x). (6)

3.2 Why the Increasing Pattern is Minimal
For a given pattern q, let tn(q) denote the number of all occurrences of the pattern q in all 132-avoiding
permutations of length n. So, in particular, if q is the increasing pattern 12 · · · k, then tn(q) = an,k.

The main result of this section is the following theorem, which shows that no pattern of a given length
occurs less often in the set of 132-avoiding permutations than the increasing pattern of that length.

Theorem 2. Let q be any pattern of length k. Then for all positive integers n, we have tq(n) ≥ an,k.

Before proving the theorem, we need to introduce some simple machinery to simplify notation.

Definition 1. Let G(x) =
∑

n≥0 gnxn and H(x) =
∑

n≥0 hnxn be two power series. We say that
G(x) ≤ H(x) if gn ≤ hn for all n ≥ 0.

Proposition 1. Let G(x), H(x) and W (x) be three power series with non-negative real coefficients so
that G(x) ≤ H(x) holds. Then

G(x)W (x) ≤ H(x)W (x).

Proof: The coefficient of xn in H(x)W (x)−G(x)W (x) is

n∑
i=0

(hi − gi)wn−i,

which is a sum of non-negative real numbers, and is hence non-negative.

We can now return to the proof of Theorem 2.

Proof of Theorem 2: We prove the statement by induction on k. For k = 1, the statement is obvious.
Now let us assume that the statement is true for all positive integers less than k, and prove it for k.

We distinguish three cases. Each of these cases will be handled by analyzing recurrence relations, which
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Fig. 2: Three types of patterns that we compare.

may sometimes seem somewhat cumbersome. There-
fore, at the beginning of each case, we will give an
intuitive description of that case.

In a permutation p = p1p2 · · · pn, we say that i is
a descent if pi > pi+1. Otherwise, we say that i is an
ascent.

An overview of the cases is as follows. First, we
treat patterns ending in their largest entry. Then we
treat patterns that contain only one descent, say in
position j. Finally, we treat all remaining patterns,
comparing the patterns whose first descent is in posi-
tion j to the pattern whose only descent is in position j. See Figure 3.2 for an illustration.

Case 1: When q ends in its largest entry k. Let q′ be the pattern obtained from q by removing the largest
entry k from the end of q. We then show that q is more frequent than 12 · · · k by showing that q
can be contained in a 132-avoiding permutation in the same ways as 12 · · · k, and then using the
induction hypothesis. In other words, the difference between an,k and tn(q) is caused by whatever
happens before the last position of these patterns.

The possible ways in which q can occur in a 132-avoiding permutation p are listed in Case (1) of
Fact 1. Therefore, we have the recurrence relation

tn(q) = 2
n∑

i=1

ti−1(q)Cn−i +
n∑

i=1

ti−1(q′)Cn−i,

leading to the generating function identities

Tq(x) = 2xC(x)Tq(x) + xC(x)Tq′(x),

Tq(x) = Tq′(x)
xC(x)

1− 2xC(x)
. (7)

Comparing formulae (4) and (7), we see that Tq(x) is obtained from Tq′(x) by the same operation
as Ak(x) is obtained from Ak−1(x), namely by a multiplication by the power series F (x) =

xC(x)
1−2xC(x) . As

[xn]Tq′(x) = tn(q′) ≥ an,k−1 = [xn]Ak−1(x)

by our induction hypothesis, and F (x) =
∑

n≥1

(
2n−1
n−1

)
xn has non-negative coefficients, our

claim is immediate by Proposition 1.

Case 2: Let us now consider the case in which q does not end in its largest entry k, and the only descent
of q is in the position in which k occurs. We will subsequently see that all remaining cases will
easily reduce to this one. Let us say that k is in the jth position in q, with j < k. That is,
q = qk,j = (k − j + 1)(k − j + 2) · · · k123(k − j). For instance, q7,3 = 5671234. We will show
that

tn(qk,j) ≥ tn(12 · · · k) = an,k. (8)
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The main idea is the following. The pattern qk,j looks very similar to the increasing pattern, hence
the ways in which qk,j can be contained in a 132-avoiding permutation are also similar to the
ways in which the increasing pattern can. So the numbers tn(qk,j) and an,k satisfy very similar
recurrence relations, and where they differ, they differ in the way we predicted.

Subcase 2.1: Let us assume first that j 6= 1, that is, that k is not in the first position in qk,j . As qk,j

is decomposable by a cut after the jth position, the ways in which qk,j can be contained
in a 132-avoiding permutation are described in Case (2) of Fact 1. That list leads to the
recurrence relation

tn(qk,j) = 2
n∑

i=1

Ci−1tn−i(qk,j) +
n∑

i=1

ai−1,jan−i,k−j (9)

+
n∑

i=1

ai−1,j−1an−i,k−j ,

and hence

Tqk,j
(x) = 2xC(x)Tqk,j

(x) + xAj(x)Ak−j(x) + xAj−1(x)Ak−j(x),

Tqk,j
(x) =

xAk−j(x)(Aj(x) + Aj−1(x))
1− 2xC(x)

. (10)

We need to show that Tqk,j
(x) ≥ Ak(x). Comparing formulae (3) and (10), the preced-

ing inequality is equivalent to

xAk−j(x)(Aj(x) + Aj−1(x))
1− 2xC(x)

≥ A1(x)F (x)k−1,

or
x

1− 2xC(x)
A1(x)2(F (x)k−3 + F (x)k−2) ≥ A1(x)F (x)k−1. (11)

Inequality (11) will be proved if we can show that

x

1− 2xC(x)
A1(x)(1 + F (x)) ≥ F (x)2. (12)

Indeed, (12) implies (11) by Proposition 1, choosing W (x) = F k−3(x). On the other
hand, (12) is equivalent to

x

2(1− 4x)3/2
+

x

2(1− 4x)
− 1

4(1− 4x)
+

1
4
≥ 1

4(1− 4x)
− 1

2
√

1− 4x
+

1
4
,

x

2(1− 4x)3/2
+

x− 1
2(1− 4x)

+
1

2
√

1− 4x
≥ 0.

The coefficient of xn on the left-hand side is 0 if n = 0, n = 1, or n = 2, and is
bn =

(
2n−3
n−2

)
(2n−1)−3·22n−3+

(
2n−1
n−1

)
if n ≥ 3. If we replace n by n+1, the negative
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summand in the above expression of bn, that is, 3 · 22n−3, grows fourfold, whereas a
routine computation shows that the sum of the two positive terms grows 4n2+14n+6

n2+3n+2 -
fold. This fraction is larger than 4 for all n ≥ 3, showing that bn ≥ 0 for all n, and our
claim is proved.

Subcase 2.2: If j = 1, then a minor modification is necessary since if a copy of q contains n, then it
has to start with n. Hence formula (9) becomes

tn(qk,1) = 2
n∑

i=1

Ci−1tn−i(qk,1) +
n∑

i=1

ai−1,1an−i,k−1

+
n∑

i=1

Ci−1an−i,k−1.

So only the last sum is different from what it was in (9). This leads to the generating
function identities

Tqk,1(x) = 2xC(x)Tqk,1(x) + xAk−1(x)(A1(x) + C(x)),

Tqk,1(x) =
xAk−1(x)(A1(x) + C(x))

1− 2xC(x)
. (13)

Comparing formulae (4) and (13), the inequality Ak(x) ≤ Tqk,1(x) is now proved by
Proposition 1, since C(x) ≤ A1(x) + C(x).

Case 3: Finally, there is the case when k is in the jth position of q for some j < k, but j is not the only
descent of q. We claim that then copies of q occur even more frequently than copies of qk,j ,
roughly because even in segments where qk,j is increasing, q is not.

That is, we will prove that
tn(qk,j) ≤ tn(q). (14)

This, together with (8) will complete the proof of Theorem 2.

As q is decomposable by a cut after its jth position, the ways in which q can be contained in a
132-avoiding permutation are described in Case (2) of Fact 1. Let q<1> denote the pattern formed
by the first j entries of q, and let q<2> be the pattern formed by the remaining k − j entries of q.
Then we have the recurrence relation

tn(q) ≥ 2
n∑

i=1

Ci−1tn−i(q) +
n∑

i=1

ti−1(q<1>)tn−i(q<2>) +
n∑

i=1

ti−1(q<1′>)tn−i(q<2>).

Here q<1′> is the pattern obtained from q<1> by removing its last (and also largest) entry. Note
that tn(q) is at least as large as the right-hand side, and not necessarily equal to it. That is because,
unlike qk,j , the pattern q may be decomposable by other cuts, in addition to the cut after its jth
entry. The existence of such cuts would add extra summands to the right-hand side.
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The last displayed inequality leads to the generating function inequalities

Tq(x) ≥ 2Tq(x)xC(x) + xTq<1>(x)Tq<2>(x) + xTq<1′>(x)Tq<2>(x),
Tq(x)(1− 2xC(x)) ≥ xTq1(x)Tq2(x) + xTq<1′>(x)Tq<2>(x).

Note that as 1/(1 − 2xC(x)) = 1/
√

1− 4x =
∑

n≥0

(
2n
n

)
xn has non-negative coefficients, the

last displayed inequality remains true if we multiply both sides by 1/(1− 2xC(x)). This leads to
the inequality

Tq(x) ≥
xTq<2>(x)(Tq<1> + Tq<1′>(x))

1− 2xC(x)
. (15)

We can now compare formulae (10) and (15). We see that by our induction hypothesis, each factor
on the right-hand side of (15) is at least as large as the corresponding factor on the right-hand
side of (10). That is, xTq<2>(x) ≥ xAk−j(x), since q<2> is a pattern of length k − j, and
Tq<1> + Tq<1′>(x) ≥ Ak(x) + Ak−1(x) by a summand-wise comparison. Hence, by Proposition
1, we have that Tq(x) ≥ Tqk,j

(x).

We have considered all cases, and proved our claim in each of them, hence the proof of Theorem 2 is
complete.

4 Decreasing Patterns
In this section we prove that the decreasing pattern k(k−1) · · · 21 occurs more frequently in 132-avoiding
permutations than any other pattern of length k. The structure of the proof will be very similar to that of
the minimality of the increasing pattern, but there will be more technical difficulties.

4.1 General facts about decreasing patterns
Let dn,k denote the number of decreasing subsequences of length k in all 132-avoiding permutations of
length n. Then we have

dn,1 = an,1 = nCn =
n

n + 1

(
2n

n

)
.

For larger values of k, consider the set of all Cn permutations of length n that avoid 132. In that set, for
every 1 ≤ j ≤ k − 1, there are

n∑
i=1

di−1,jdn−i,k−j

copies of k(k − 1) · · · 1 in which the first j entries are on the left of n, and the last k − j entries are on
the right of n. (The index i denotes the position of the entry n in a permutation of length n.) In addition,
there are

∑n
i=1 Ci−1dn,k−1 copies of k(k − 1) · · · 1 that start with the entry n. Finally, there are the

2
∑n

i=1 Ci−1dn−i,k copies of k(k−1) · · · 1 that are either entirely on the left of n, or entirely on the right
of n. This leads to the recurrence relation

dn,k =
k−1∑
j=1

n∑
i=1

di−1,jdn−i,k−j +
n∑

i=1

Ci−1dn,k−1 + 2
n∑

i=1

Ci−1dn−i,k (16)
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and the generating function identities

Dk(x) = 2xC(x)Dk(x) + xC(x)Dk−1(x) +
k−1∑
j=1

xDj(x)Dk−j(x),

Dk(x) =
xC(x)Dk−1(x) +

∑k−1
j=1 xDj(x)Dk−j(x)

1− 2xC(x)
. (17)

The following corollary provides an estimate for the “growth” of the power series Dk(x). It is worth
comparing this result with Theorem 1.

Corollary 1. We have

D2(x) =
xD1(x)
(1− 4x)

, (18)

and

Dk(x) ≥ xDk−1(x)
(1− 4x)

(19)

for k ≥ 3.

Proof: The first displayed identity (the special case of k = 2) immediately follows from (17) if we recall
that 1− 2xC(x) =

√
1− 4x and that D1(x) + C(x) =

∑
n≥0

(
2n
n

)
xn = 1√

1−4x
.

The general formula (19) follows from (17) if we remove all summands from the right-hand side except
for xC(x)Dk−1(x) and xD1(x)Dk−1, (we can do this since all the removed terms have non-negative
coefficients), and then again, we recall that D1(x) + C(x) = 1√

1−4x
.

The following lemma is a natural counterpart of its much simpler analogue (6). It shows that the
sequence of power series D1(x), D2(x), · · · is log-convex in a certain sense.

Lemma 1. For all positive integers 2 ≤ a ≤ b we have

Da(x)Db(x) ≤ Da−1(x)Db+1(x).

Proof: Induction on a + b. The smallest value of a + b for which the statement is not trivial is 4. The
non-trivial statement then is that D2(x)2 ≤ D1(x)D3(x). By (18), this is equivalent to D1(x)2 x2

(1−4x)2 ≤
D1(x)D3(x). In order to prove the latter, it suffices to show that

D1(x)
x2

(1− 4x)2
≤ D3(x),

and that is immediate by (19).
Now let us assume that the statement holds for a + b = m− 1 and prove it for a + b = m. By (17), it

suffices to show that

Da(x)C(x)Db−1(x) +
b−1∑
j=1

Da(x)Dj(x)Db−j(x) ≤
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≤ Da−1C(x)Db(x) +
b∑

j=1

Da−1(x)Dj(x)Db+1−j(x).

Note that the right-hand side has one more summand than the left-hand side. Now we carry out a se-
ries of pairwise comparisons. First, for the two terms preceding the summation signs, we have that
Da(x)C(x)Db−1(x) ≤ Da−1(x)C(x)Db(x) since C(x) has non-negative coefficients, and by our induc-
tion hypothesis, Da(x)Db−1(x) ≤ Da−1(x)Db(x). For the terms after the summation signs, for j < a,
we have that

Da(x)Dj(x)Db−j(x) ≤ Da−1(x)Dj(x)Db+1−j(x)

since our induction hypothesis implies that

Da(x)Db−j(x) ≤ Da−1(x)Db+1−j(x).

The induction hypothesis applies since a + b− j < a + b.
For a ≤ j ≤ b− 1, we claim that

Da(x)Dj(x)Db−j(x) ≤ Da−1(x)Dj+1(x)Db−j(x).

(That is, we skip one summand, and we compare the jth summand of the left-hand side to the (j + 1)st
summand to the right-hand side.) Indeed, our induction hypothesis implies that

Da(x)Dj(x) ≤ Da−1(x)Dj+1(x).

The induction hypothesis applies since a + j < a + b.
Finally, we point out that each summand of the left-hand side was injectively associated to a weakly

larger summand of the right-hand side. This proves our claim.

4.2 Why the decreasing pattern is maximal
Now we are in a position to state and prove the main result of this section.

Theorem 3. Let q be a pattern of length k. Then the inequality

tn(q) ≤ dn,k

holds.

Proof: We prove the statement by induction on k and n. We know that the statement holds for k = 1 and
it is routine to verify it for k = 2. Let us now assume that it is true for all patterns shorter than k. Let us

Fig. 3: Three kinds of patterns we compare.

further assume that for patterns of length k, the state-
ment holds for all permutations shorter than n. (The
initial cases of n < k are obvious.) Let us now prove
that the statement hold for permutations of length n,
and patterns of length k.

Again, our proof proceeds by cases. We first han-
dle patterns that start with their largest entry, then
patterns which contain only one ascent, in position
j. Finally, we cover the remaining cases, comparing patterns whose first ascent is in position j to the
pattern whose only ascent is in position j. See Figure 4.2 for an illustration of some of these cases.
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Case 1: Let us first consider the case when q starts with its largest entry k. In this case, simply use the fact
that the pattern obtained from q by removing its first entry occurs less often than the decreasing
pattern k(k − 1) · · · 21, and it is decomposable by no more cuts than k(k − 1) · · · 21.

In this case, q is decomposable since it can be cut right after its first entry. Let us say that q is
decomposable with v distinct cuts, and let q1,f and q1,b denote the patterns before and after the
first cut, let q2,f and q2,b denote the patterns before and after the second cut, and so on, up to qv,f

and qv,b for the patterns on the two sides of the last cut. (The letters f and b stand for “front” and
“back”.)

Note that the total length of qj,f and qj,b is always k for every j, and that |q1,f | = 1 and |q1,b| =
k − 1.

Then we have the recurrence relation

tn(q) =
v∑

j=1

n∑
i=1

ti−1(qj,f )tn−i(qj,b) +
n∑

i=1

Ci−1tn−i(q1,b) + 2
n∑

i=1

Ci−1tn−i(q). (20)

It is now straightforward to compare dn,k and tn(q) by comparing the corresponding summands
of recurrence relations (16) and (20). Let us first compare the two double sums. In those sums, j
indexes the cuts of the respective patterns. As the decreasing pattern of length k has k − 1 cuts, j
ranges from 1 to k − 1 in (16). In (20), j ranges from 1 to v, where v ≤ k − 1 is the number of
cuts that q has. So the first double sum has more terms. We also claim that even the terms that the
second double sum does have are smaller than the corresponding terms in the first double sum.

Indeed, if |qj,f | = y and |qj,b| = k − y, then ti−1(qj,f ) ≤ di−1,y and tn−i(qj,b) ≤ dn−i,k−y by
our induction hypothesis, so

ti−1(qj,f )tn−i(qj,b) ≤ di−1,ydn−i,k−y.

Comparing the second sums of (16) and (20) is even simpler. Their summands agree in the term
Ci−1, and by our induction hypothesis, we know that tn−i(q1,b) ≤ dn−i,k−1. Finally, comparing
the third sums of (16) and (20) we use the fact that n − i < n, so by our induction hypothesis,
tn−i(q) < dn−i,k.

Case 2: When q has only one ascent and q does not start with its largest entry k. Just as in the previous
section, this is the heart of the proof. The remaining cases will easily reduce to this one. Let qk,h

be the pattern of length k that avoids 132 and has only one ascent, in position h. As q does not
start in its largest entry k, this means that k must be the (h + 1)st entry of q. That is,

qk,h = (k − 1) · · · (k − h)k(k − h− 1) · · · 321.

For instance q5,2 = 43521.

The difficulty of this case is that there is a way in which qk,h can be contained in a 132-avoiding
permutation in which k(k − 1) · · · 21 cannot, namely by having h entries on the left of n and
k−h−1 entries on the right of n. As we will see, the ways in which the decreasing pattern can be
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contained in such a permutation and qk,h cannot are more prevalent, but that is not obvious. We
will need Lemma 1 to prove that fact.

The structure of qk,h is somewhat similar to that of the decreasing pattern. That is, qk,h can be
cut after each entry starting with k (in position h + 1). Cutting immediately after position j (with
j ≥ h + 1) will result in the two patterns qj,h and the decreasing pattern of length k − j. This
leads to the recurrence relation

tn(qk,h) =
k−1∑

j=h+1

n∑
i=1

ti−1(qj,h)dn−i,k−j +
n∑

i=1

di−1,hdn−i,k−h−1+2
n∑

i=1

Ci−1tn−i(qk,h). (21)

We can carry out a pairwise comparison of corresponding sums in formulae (16) and (21). This is
easiest for the third sums in those two formulae: indeed, as n − i < n, our induction hypothesis
implies that tn−i(qk,h) ≤ dn−i,k for all k, i, and h, so the third sum appearing in (16) is larger
than the third sum appearing in (21).

As far as the double sums are concerned, for j = h+1, h+2, · · · , k−1, our induction hypothesis
implies that ti−1(qj,h) ≤ di−1,j . Therefore, each term of the double sum of (21) is at most as
large as the corresponding term of (16).

Therefore, the claim tn(qk,h) ≤ dn,k will be proved if we can show that the remaining sum in (21)
is less than the remaining sums in (16), that is, that

n∑
i=1

di−1,hdn−i,k−h−1 ≤
h∑

j=1

n∑
i=1

dj,i−1dn−i,k−j +
n∑

i=1

Ci−1dn−i,k−1.

We show the stronger statement that the above inequality remains true even if we remove all
summands from the double sum in which j 6= 1. (Note that as k is not in the first position of q, we
know that h− 1 ≥ 1, so this will leave a non-empty set of summands.) In other words, we claim
that

n∑
i=1

di−1,hdn−i,k−h−1 ≤
n∑

i=1

di−1,1dn−i,k−1 +
n∑

i=1

Ci−1dn,k−1.

This is equivalent to the generating function inequalities

xDh(x)Dk−h−1(x) ≤ xD1(x)Dk−1(x) + xC(x)Dk−1(x).

Dh(x)Dk−h−1(x) ≤ Dk−1(x)(1− 4x)−1/2.

By Lemma 1, we know that Dh(x)Dk−h−1(x) ≤ D1(x)Dk−2(x), so it suffices to prove that

D1(x)Dk−2(x) ≤ Dk−1(x)(1− 4x)−1/2.
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By Corollary 1, we know that x
1−4xDk−2(x) ≤ Dk−1(x), so our claim will be proved if we can

show that
D1(x) ≤ x

(1− 4x)3/2
.

The last displayed inequality holds since [xn]D1(x) = n
n+1

(
2n
n

)
whereas [xn] x

(1−4x)3/2 = (2n−
1)
(
2n−2
n−1

)
. A routine computation shows that the latter is larger as soon as 2 < n + 1, or 1 < n.

Case 3: Finally, we consider the case when q has more than one ascent, and q does not start with its
maximal entry. Let us assume that the maximal entry k of q is in the hth position. We will show
that then tn(q) ≤ tn(qk,h). The main idea behind the proof is that qk,h is decomposable at every
place where q is, and after decomposition, its parts are close to the decreasing pattern.

Let us inductively assume that we know the statement tn(q) ≤ tn(qk,h) for all patterns shorter
than k.

The set of positions after which q can be cut is a subset of the set of positions after which qk,h can
be cut. Just as in Case (1), let us say that q is decomposable with v distinct cuts, and let q1,f and
q1,b denote the patterns before and after the first cut, let q2,f and q2,b denote the patterns before
and after the second cut, and so on, up to qv,f and qv,b for the patterns on the two sides of the last
cut. Note that |q1,f | = h and |q1,b| = k − h.

Then, similarly to Case (1), we have the recurrence relation

tn(q) =
v∑

j=1

n∑
i=1

ti−1(qj,f )tn−i(qj,b) +
n∑

i=1

ti−1(q1,f ′
)tn−i(q1,b) + 2

n∑
i=1

Ci−1tn−i(q), (22)

where q1,f ′
is the pattern q1,f with its last (and largest) entry removed.

The inequality tn(q) ≤ tn(qk,h) is now obvious by pairwise comparing the three summands
in (21) and (22), and using the induction hypotheses. (In particular, when comparing the first
summands, we use the fact that if |qj,h| = |qj,f |, then ti−1(qj,h) ≥ ti−1(qj,h) by the induction
hypothesis made in this case. Recall that we assumed that for patterns q shorter than k, it is true
that tn(q) ≤ tn(q|q|,h), where h is the first ascent of q.)

5 Asymptotic Enumeration
Theorem 1 provides an explicit formula for A2(x). ¿From that formula, it is routine to deduce that

an,2 = 22n−1 − 1
4

(
2n + 2
n + 1

)
− n

2n + 1

(
2n

n

)
(23)

for n ≥ 1.
Similarly, an explicit formula for D2(x) can be obtained by setting k = 2 in (17). That is,

D2(x) =
xC(x)D1(x) + xD1(x)D1(x)

1− 2xC(x)
=

x

(1− 4x)3/2
− 1

2(1− 4x)
+

1
2
√

1− 4x
. (24)
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This yields

dn,2 =
(

2n− 1
n− 1

)
(n + 1)− 22n−1 (25)

for n = 1.
Comparing formulae (23) and (25) and using Stirling’s formula, we see that in 132-avoiding permu-

tatations of length n, there are c
√

n times as many inversions as non-inversions.

6 Further Directions
A simple analysis of the proofs of Theorems 2 and 3 shows that the inequalities a(n, k) ≤ tn(q) ≤ d(n, k)
are sharp if n is large enough compared to k.

We have seen that, if we consider 132-avoiding permutations, then among all patterns of length k, the
increasing pattern is the least likely to occur and the decreasing pattern is the most likely to occur. This
suggests the following natural question.

Question 1. Let r be any pattern, and let tr,q(n) be the number of all copies of q in all r-avoiding
permutations of length n. Let us assume that among all patterns q of length k, it is the increasing pattern
that minimizes tr,q(n) for all n.

Is it then true that among all patterns q of length k, it is the decreasing pattern that maximizes tr,q(n)?

Another direction of research is the following.

Question 2. Let q1 and q2 be two patterns of the same length, and assume that for some positive integer
N , the inequality

tr,q1(N) < tr,q2(N)

holds. Is it then true that
tr,q1(n) < tr,q2(n)

for all n > N?

In other words, is it true that the relation between the frequency of q1 and q2 in r-avoiding permutations
depends only on r, q1 and q2, or does it depend on n as well?

Lemma 1 and formula 6 show interesting combinatorial properties of the power series D1(x), D2(x), · · ·
and A1(x), A2(x), · · · . These properties are easy to express in terms of combinatorial objects, without
power series. However, is there a combinatorial proof for them?
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