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Meander Graphs
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Abstract. We consider a Markov chain Monte Carlo approach to the uniform sampling of meanders. Combinatorially,
a meander M = [A : B] is formed by two noncrossing perfect matchings, above A and below B the same endpoints,
which form a single closed loop. We prove that meanders are connected under appropriate pairs of balanced local
moves, one operating on A and the other on B. We also prove that the subset of meanders with a fixed B is connected
under a suitable local move operating on an appropriately defined meandric triple in A. We provide diameter bounds
under such moves, tight up to a (worst case) factor of two. The mixing times of the Markov chains remain open.

Résumé. Nous considérons une approche de Monte Carlo par chaı̂ne de Markov pour l’échantillonnage uniforme
des méandres. Combinatoirement, un méandre M = [A : B] est constitué par deux couplages (matchings) parfaits
sans intersection A et B, définis sur le même ensemble de points alignés, et qui forment une boucle fermée simple
lorsqu’on dessine A “vers le haut” et B “vers le bas”. Nous montrons que les méandres sont connectés sous l’action
de paires appropriées de mouvements locaux équilibrés, l’un opérant sur A et l’autre sur B. Nous montrons également
que le sous-ensemble de méandres avec un B fixe est connecté sous l’action de mouvements locaux définis sur des
“triplets méandriques” de A. Nous fournissons des bornes sur les diamètres pour de tels mouvements, exactes à un
facteur 2 près (dans le pire des cas). Les temps de mélange des chaı̂nes de Markov demeurent une question ouverte.
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1 Introduction
A closed meander of order n is a non-self-intersecting closed curve in the plane which crosses a horizontal
line at 2n points, up to homeomorphisms in the plane. Meanders are easy to define and occur in a variety
of mathematical settings, ranging from combinatorics to algebra, geometry, and topology to statistical
physics and mathematical biology. Yet, despite this simplicity and ubiquity, how to enumerate meanders
exactly is still unknown, and even sampling uniformly from this set is a tantalizing open problem.

The study of meanders is traceable back to Poincaré’s work on differential geometry, and has subse-
quently arisen in different contexts such as the classification of 3-manifolds [KS91] and the Temperley-
Lieb algebra [CJ03]. Meanders can be viewed combinatorially as suitable pairs of noncrossing parti-
tions [Sav09, Sim00]. In Section 2, we give an equivalent combinatorial interpretation of meanders as
two maximally different noncrossing perfect matchings under an appropriate local move operation, mo-
tivated in part by the biological “RNA folding” problem. Since meanders are an abstraction of polymer
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folding [Lun68, Tou50], the problems of counting and sampling meanders are of interest in more applied
fields as well, such as statistical physics [DF00b] and mathematical biology [Hei].

Since the early 90’s, techniques from statistical physics, such as [DF00a, DFGG00, Jen00, LZ93],
have provided increasingly precise conjectures about the size of Mn, the set of meanders of order n,
and the formula |Mn| ≈ γβnnα is believed to hold asymptotically. The most successful combinatorial
attack on the enumeration problem [AP05] gives the current best bounds on the exponential growth rate
β, obtained using the Goulden-Jackson cluster method for an appropriate meandric language. In terms
of sampling, there have been Monte-Carlo approaches [Gol00] to producing a nearly uniform meander,
however bounding the bias is a challenging statistical task.

The results given here are motivated by the uniform sampling problem. If a random walk on Mn

(provably) converges rapidly to its stationary distribution, then the number of meanders of order n could
be estimated via sampling methods [Jer03]. Hence, in Section 2, we prove thatMn is connected under
suitable pairs of “balanced” local move operations on two noncrossing perfect matchings. These results
yield a Markov chain Monte Carlo (MCMC) approach to sampling uniformly fromMn.

The difficulty now lies in proving that the chain mixes rapidly, since analyzing this random walk is not
directly amenable to the standard techniques [Jer03, MT06] of path coupling, canonical paths, or con-
ductance. In this respect, meanders seem to resemble other combinatorial objects — such as contingency
tables [DS98], Latin squares [JM96], or Eulerian tours [AK80] — where proofs of rapid mixing remain
elusive. In these cases, the uniform sampling problem is regarded as hard, and local moves acting on these
combinatorial objects are of interest as potential rapidly-mixing Markov chains.

Given this, in Section 3, we introduce a local move operation on the set of meanders with a fixed
“bottom” B below the line. The central result in Theorem 6 states that such a subset of meanders is
connected under our new “meandric triple” move. Hence, we define the meander graphs γ(B), and
investigate some structural characteristics in Section 4. The structure of γ(B) clearly depends on B in
some (as yet to be determined) way. Hence, these meander graphs may be of interest beyond the uniform
sampling problem, since elucidating the dependencies onB might shed new light on the challenging exact
enumeration problem.

2 Balancing local moves on meanders
We begin with NC(2n,match), the set of noncrossing perfect matchings of 2n points on a line, here often
referred to simply as matchings. The points are labeled in increasing index order from 1 to 2n, and the
matching of point i with j for 1 ≤ i < j ≤ 2n, referred to as the arc with endpoints i and j, will be
denoted (i, j). If (i, j) is an arc in a (noncrossing perfect) matching, then j − i is odd.

Although usually drawn above the line, we consider the single closed loop of a meander M to be a
particular pair of matchings, A above and B below. Hence, let An denote NC(2n,match) with arcs
above the line, respectively Bn with arcs below. Let (A : B) denote the set of closed curves in the plane
formed by drawing arbitrary A ∈ An, B ∈ Bn on the same endpoints. In general, there are 1 ≤ k ≤ n
closed loops in (A : B), denoted by c(A,B) = k. When c(A,B) = 1, then the single closed curve
(A : B) is a meander. In this case, we say that A and B form a meander, or are meandric, and write

[A : B] = M ∈Mn.

Otherwise, the k > 1 loops of (A : B) are called a system of meanders.
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Fig. 1: The three cases where arcs (i, j) and (k, l) are obstructed by (p, q). Only the relevant arcs are drawn.

Noncrossing perfect matchings are a combinatorial model of the biological “RNA folding” problem.
As such, it is natural to consider exchanging the matching between two different arcs, which corresponds
to an alternate base pairing of the corresponding RNA helices. However, this “helix exchange” operation
is well-defined on matchings only when there is no obstructing arc.

Let (i, j), (k, l) ∈ A ∈ An with i < k. Since there are no crossings i < k < j < l, then either

i < j < k < l or i < k < l < j.

As illustrated in Figure 1, the arcs (i, j) and (k, l) are obstructed if there is a third arc (p, q) ∈ A with

either i < j < p < k < l < q or i < p < k < l < q < j or p < i < j < q < k < l.

Otherwise, they are unobstructed. Note that (i, j) and (k, l) are necessarily unobstructed if there exists
a ∈ {i, j}, b ∈ {k, l} with |a− b| = 1 (mod 2n).

Let P = {(i, j), (k, l)} be a pair of unobstructed arcs from A. In this case, define a matching exchange
on P ⊂ A as the (reversible) local move operation given by

σP (A) =

{
(A \ P ) ∪ {(i, k), (l, j)} if i < k < l < j
(A \ P ) ∪ {(i, l), (j, k)} if i < j < k < l

.

The operation is not defined on obstructed arcs since a crossing would be introduced. Adopting the
familial terminology from rooted trees, a matching exchange on i < k < l < j converts “parent” and
“child” arcs into two “siblings,” and vice versa on i < j < k < l. Figure 2 on page 472 illustrates one of
each kind. The explicit subscript P may be suppressed for notational simplicity in some circumstances.

This operation is analogous to previously considered local moves on chord diagrams [MT99] and plane
trees [Hei]. Via the former, it is known to give a rapidly-mixing Markov chain on NC(2n,match). The
connected graph induced on NC(2n,match) by this operation is connected and has diameter n − 1.
Moreover, two matchings A,B form a meander exactly when the geodesic path between them is diameter
achieving.

More generally, the partial order on NC(2n,match) induced by this operation is isomorphic to the
lattice of noncrossing partitions under refinement, denoted NC(n). Two matchings are diameter achieving
if and only if their corresponding partitions are complements in the lattice. With only the exceptions
from Example 1 below, each B ∈ Bn has at least two distinct A,A′ ∈ An, known as its Kreweras
complements [Kre72], such that [A : B], [A′ : B] ∈Mn. Of course, there are frequently many more.

Example 1 For 1 ≤ i ≤ n, let Un = {(2i−1, 2i)} and Ln = {(1, 2n), (2i, 2i+ 1)}. They correspond to
the top and bottom elements in NC(n), and hence form exactly two meanders: [Un : Ln] and [Ln : Un].

We will now define a local move operation on M = [A : B] ∈ Mn by operating on suitable pairs of
unobstructed arcs P ⊂ A, Q ⊂ B so that [σP (A) : σQ(B)] is again a meander. Since this is not true for
arbitrary P and Q, we first consider a matching exchange’s effect on any system of meanders (A : B).
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(1,2),(3,8)

(1,6),(2,5)(1,2),(5,6)

(1,8),(2,3)

Fig. 2: Moving from the meander [U4 : L4] with the balanced matching exchanges described in Example 2.

Lemma 1 Let A ∈ An, B ∈ Bn. Then |c(A,B)− c(σ(A), B)| = 1.

Proof: Suppose A \ σ(A) = {(i, j), (i′, j′)}. If the unobstructed arcs (i, j), (i′, j′) lie on the same curve
from (A : B), then c(σ(A), B) = c(A,B) + 1. Otherwise, c(σ(A), B) = c(A,B)− 1. 2

By symmetry, the result holds for σ(B). Since a single exchange σ(A) breaks the meander [A : B],
we show in Theorem 1 below that there always exists a compensating exchange σ(B) which rejoins
the two closed loops. Any pair of matching exchanges on A and B will be called balanced whenever
c(σ(A), σ(B)) = 1. Thus, we can move between meanders connected by balanced pairs of local moves.

To prove this, we introduce another notation for (a system of) meanders. Recall that j − i is odd for
(i, j) ∈ A. If i is odd, denote this arc as i A

⇀ j and as j A
⇀ i otherwise. Similarly, but with reversed

parity, every (2i, 2j − 1) ∈ B is written as 2i
B
⇁ 2j − 1 and (2j − 1, 2i) ∈ B as 2i

B
⇁ 2j − 1. In this

way, any system of meanders is can be written as a set of ordered, alternating sequences of arcs from A
and B. Typically, we drop the A and B designation and simply write a meander (single closed loop) as:

1 ⇀ 2i1 ⇁ 2j2 − 1 ⇀ 2i2 ⇁ . . . ⇁ 2jn − 1 ⇀ 2in ⇁ 1.

Theorem 1 Let M = [A : B] ∈ Mn. For every pair of unobstructed arcs P in A there exists a pair of
unobstructed arcs Q in B such that c(σP (A), σQ(B)) = 1.

Proof: Suppose i ⇀ j and i′ ⇀ j′ are two unobstructed arcs from A. It suffices to show there exist
unobstructed arcs k ⇁ l and k′ ⇁ l′ in B which occur in the sequence of ordered, alternating arcs as:

i ⇀ j . . . k ⇁ l . . . i′ ⇀ j′ . . . k′ ⇁ l′ . . . ⇁ i.

Let S be the set of integers in j ⇁ . . . ⇁ i′, respectively S′ in j′ ⇁ . . . ⇁ i. Then S and S′ are a
partition of the integers {1, 2, . . . , 2n} and, without loss of generality, there exists k ∈ S and l′ ∈ S′ such
that |k − l′| = 1 (mod 2n). Thus the arcs k ⇁ l and k′ ⇁ l′ are unobstructed in B. 2

We make the previous discussion concrete by considering the following example, pictured in Figure 2.

Example 2 The meander [U4 : L4] is 1 ⇀ 2 ⇁ 3 ⇀ 4 ⇁ 5 ⇀ 6 ⇁ 7 ⇀ 8 ⇁ 1. A matching exchange
on P = {(1, 2), (5, 6)} in U4 results in two closed loops in (σP (U4) : L4): 1 ⇀ 6 ⇁ 7 ⇀ 8 ⇁ 1 and
3 ⇀ 4 ⇁ 5 ⇀ 2 ⇁ 3. There exist a compensating exchange on Q = {(1, 8), (2, 3)} in L4 which yields
the meander [σP (U4) : σQ(L4)]: 1 ⇀ 6 ⇁ 7 ⇀ 8 ⇁ 3 ⇀ 4 ⇁ 5 ⇀ 2 ⇁ 1.

The proof of Theorem 1 guarantees at least one compensating exchange σ(B) for each σ(A). In
general, there may be many balanced pairs of exchanges for a meander [A : B]. For instance, there are
three other matching exchanges on B which would rejoin the closed loops of (σP (U4) : L4) in Figure 2.
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Definition 1 Let Gn be the graph whose vertices are M,M ′ ∈ Mn and whose edges connect meanders
M = [A : B] and M ′ = [σ(A) : σ(B)] with balanced pairs of matching exchanges.

Theorem 2 The graph Gn is connected.

Proof: The only meander with arcs Un above the line is [Un : Ln]. For [A : B] ∈ Mn, there exists a
sequence of matching exchanges on A such that σ(. . . σ(A)) = Un. By Theorem 1, for each local move
on the upper arcs, there is a compensating matching exchange on the bottom. 2

Alternatively, Theorem 2 follows from the connection between meanders and pairs of noncrossing
partitions, see [Fra98, FE02] as well as [Hal06, Sav09]. In that context, the graph Gn is the Hasse diagram
of the induced partial order.

Theorem 2 suggests a natural ergodic Markov chain on the state spaceMn with transition probability
matrix P. We will define P(M,M ′) to be positive if there is a pair of balanced matching exchanges
connectingM,M ′ ∈Mn. It is also technically convenient to assume the self-loop probability is positive;
P(M,M) > 0 for every M ∈Mn. Both sets of probabilities are specified (implicitly) below.

The fact that Gn is connected implies that such a Markov chain is ergodic; for every pair of states,
there is a time by which the probability of visiting one state from the other is positive. The self-loop
probability further guarantees aperiodicity; a high enough power of P has all entries positive, which in
turn implies that the Markov chain converges to its so-called stationary distribution onMn. Finally, recall
that a symmetric Markov chain has the uniform distribution as its stationary distribution. This suggests
specifying the off-diagonal transition probabilities so as to make P symmetric.

One fairly standard way in MCMC methods of achieving a symmetric chain is to consider the so-called
maximum-degree random walk. Let ∆(Gn) be the maximum vertex degree in the meander graph Gn.
We have ∆(Gn) = Θ(n4), based on a degree of n2(n2 − 1)/12 for [Un : Ln] and the naive bound
of
(
n
2

)2
on all pairs of two arcs. Defining P(M,M ′) := 1/∆(Gn) for every adjacent pair M,M ′, and

P(M,M) := 1−
∑
M ′ 6=M P(M,M ′), makes P symmetric and (row, hence column) stochastic.

There are several other ways to define P so that it is row and column stochastic, which is sufficient to
guarantee uniformity of stationary probabilities. However, the seemingly challenging open question we
raise here is whether the above Markov chain (or an analogous one) is “rapidly mixing” onMn? In other
words, irrespective of the starting state at time t = 0, is the first time the chain is within 1/4 (say) in total
variation distance of the uniform distribution at most polynomial in log |Mn|?

A second question in the same vein would be to sample uniformly from the subset of meanders with
a fixed bottom B. Our main result (Theorem 6 below) provides, once again, a natural way to define an
appropriate Markov chain which converges to the correct (uniform) distribution. However, the rate of
mixing of this “meandric triple” chain also remains open.

3 Graphing meandric triple moves
Since the matching exchange operation gives a rapidly-mixing Markov chain [MT99] on NC(2n,match),
one direction of attack on the problem of analyzing the mixing time of the Markov chain on Gn restricts
to analyzing a random walk on the set of meanders [A : B] with a fixed B ∈ Bn.

We introduce such a random walk as follows. We prove that the two closed loops in (σ(A) : B) can be
rejoined by a move on σ(A) when the exchange operation is applied twice to an appropriate triple of arcs in
A. This yields a new “meandric triple” move where [A : B] → [σ(σ(A)) : B], which provably connects
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the subset of meanders with fixed B. Hence, we get meander graphs γ(B) with differing structures
depending on B ∈ Bn. The study of these meander graphs may well be of interest beyond the uniform
sampling problem, since elucidating the (still unknown) dependencies on B might shed new light on the
challenging exact enumeration problem.

Two arbitrary exchange operations on A do not yield another meander since c(σ(σ(A)), B) may be
either 1 or 3. Hence, we begin by defining an appropriate triple of arcs in A on which to act.

Definition 2 Let i ⇀ j, k ⇀ l, and q ⇀ p be three arcs from A ∈ An. They are a meandric triple if
exactly two of the three pairs of arcs are unobstructed.

Figure 1 on page 471 illustrates the three possible configurations for a meandric triple, assuming no
other obstructing arcs. Observe the equivalence of the configurations under the endpoint operations of
rotation, that is i→ i− 1 (mod 2n), and reversal, that is i→ 2n+ 1− i. We will use the fact that these
operations preserve the single closed loop forming a meander in subsequent arguments.

Excepting only Un and Ln, any matching A ∈ An with n ≥ 3 contains at least one meandric triple.
The maximum in any A, and hence the maximum degree over all meander graphs γ(B) defined below,
is Θ(n2). The naive bound of

(
n
3

)
reduces to O(n2) by observing that any meandric triple has a unique

“youngest” arc. Hence, there are only O(n) such parent/child combinations, with an additional factor
of n for the third arc (either grandparent or parent’s sibling). This is best possible, over all bottom arcs
B ∈ Bn, since there is a matching A ∈ An with d(n− 1)/2eb(n− 1)/2c meandric triples.

Theorem 3 Let M = [A : B] ∈Mn. There exists a sequence of two matching exchange operations on a
meandric triple in A such that c(σ(σ(A)), B) = 1.

Proof: Let i ⇀ j, k ⇀ l, and q ⇀ p be a meandric triple from A where i ⇀ j and q ⇀ p are
unobstructed, q ⇀ p and k ⇀ l are unobstructed, and

i ⇀ j
R︷︸︸︷. . . q ⇀ p . . .︸︷︷︸

S

k ⇀ l
T︷︸︸︷. . . .

The six different cases for the ordering of i, j, . . . along the horizontal line are equivalent under rotation
and reversal. Hence, suppose that

i < p < k < l < q < j.

By assumption, the exchange σP (A) is defined for P = {(p, q), (k, l)}. Furthermore, (p, k), (l, q) and
(i, j) are all unobstructed in σP (A). The two closed loops of σP (A) are rejoined into the meander

i ⇀ p . . .︸︷︷︸
S

k ⇀ j
R︷︸︸︷. . . q ⇀ l

T︷︸︸︷. . .

by operating on Q = {(i, j), (p, k)} which results in (i, p), (k, j) ∈ σQ(σP (A)). 2

Definition 3 Let i ⇀ j, k ⇀ l, and q ⇀ p be a meandric triple in A for M = [A : B] ∈ Mn with
i ⇀ j . . . q ⇀ p . . . k ⇀ l . . .. Define a meandric move on M , denoted τ(M) = [σ(σ(A)) : B], as the
pair of matching exchanges which replaces the meandric triple in A with i ⇀ p, k ⇀ j, and q ⇀ l.
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Fig. 3: The eight meanders fromM3 with the three connections under a meandric move.

Figure 3 illustrates that, for a given meandric triple in A, there is exactly one way of preserving a single
closed loop while exchanging the matchings among the six endpoints. Also note the equivalence under
rotation and reversal, as well as the isolated points [Un : Ln], [Ln : Un].

Definition 4 Let γ(B) be the graph with vertices M = [A : B] ∈Mn and edges connecting M , τ(M).

As stated in Theorem 6 below, the graph γ(B) is connected for any B ∈ Bn. The proof is by induction,
and follows from Theorems 4 and 5 and related definitions.

Observe that there are at least two (i, j) with |j−i| = 1 (mod 2n) in any noncrossing perfect matching,
and the two connecting arcs on the other side of such a “bump” in a meander are necessarily unobstructed.

Definition 5 Let βt be the arc (t, t+ 1) for 1 ≤ t < 2n and β2n = (1, 2n).

Theorem 4 For M = [A : B] ∈ Mn with βt ∈ B, βt−1 (mod 2n) /∈ A, there exists a meandric move
τ(M) = [A′ : B] such that βt−1 (mod 2n) ∈ A′.

Proof: Assume without loss of generality that (2n− 1, 2n) ∈ B, (2n− 2, 2n− 1) /∈ A. We claim there
is a meandric move τ(M) = [A′ : B] such that (2n− 2, 2n− 1) ∈ A′. The arcs

(i, 2n), (p, 2n− 1), (k, 2n− 2) ∈ A with 1 ≤ i < p < k < 2n− 2 < 2n− 1 < 2n

are a meandric triple with

i ⇀ 2n ⇁ 2n− 1 ⇀ p . . . k ⇀ 2n− 2 . . . .

A meandric move on these arcs yields (i, p), (k, 2n), (2n− 1, 2n) ∈ A′ = σ(σ(A)). 2

There is an immediate dual result for βt+1 (mod 2n) /∈ A under reversals. Next, Definition 6 makes
precise the intuitive notion of contracting a bump β2n fromA and the two connecting arcs inB to produce
a reduced meander of order n− 1. In other words, the meander with arcs

i ⇁ 1 ⇀ 2n ⇁ j ⇀
R︷︸︸︷. . . ⇀ i reduces to i ⇁ j ⇀

S︷︸︸︷. . . ⇀ i,

where the remaining arcs in R stay the same in S except for relabeling the endpoints to account for the
removal of the arc (1, 2n) from A and the replacement of arcs (1, i), (j, 2n) in B with (i, j).
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Definition 6 For M = [A : B] ∈Mn and β2n ∈ A, define ρ(M, 2n) to be [A′ : B′] ∈Mn−1 with

(i, j) ∈ B′ for (1, i), (j, 2n) ∈ B and 1 < i < j < 2n

and, for X = A,B, with

(k, l) ∈ X ′ for (k + 1, l + 1) ∈ X and 1 < k < l < 2n.

For βt ∈ A with 1 ≤ t < 2n, the definition of ρ(M, t) is fundamentally the same, although a precise
statement of the replacement and relabeling is more complicated. If βt /∈ A, then ρ(M, t) is not defined.

Theorem 5 The operation ρ :Mn × {1, 2, . . . , 2n} →Mn−1 is well-defined.

Proof: Suppose without loss of generality that (1, 2n) ∈ A. The arcs of A and B form the meander M :

i ⇁ 1 ⇀ 2n ⇁ j ⇀
R︷︸︸︷. . . ⇀ i.

Consider the exchange σP (B) on P = {(1, i), (j, 2n)}. Then (A : σP (B)) has two closed loops:

1 ⇀ 2n ⇁ 1 and i ⇁ j ⇀
R︷︸︸︷. . . ⇀ i.

Under the appropriate endpoint relabeling, the second closed loop is the meander ρ(M, 2n). 2

Theorem 6 For B ∈ Bn, the graph γ(B) is connected.

Proof: Consider M = [A : B] and N = [C : B] for B ∈ Bn with n > 3. Let βt ∈ B. Suppose that
βs /∈ A∪C for s = t−1 (mod 2n). By Theorem 4, there exist meandric moves τ(M) = [A′ : B] = M ′

and τ(N) = [C ′ : B] = N ′ such that βs ∈ A′ ∩ C ′.
Observe that βs obstructs no arcs in eitherA′ or C ′. By induction, ρ(M ′, s) and ρ(N ′, s) are connected

by a sequence of meandric moves. Hence, there exists a sequence of meandric moves on the n− 1 upper
arcs of M ′ leaving the arc βs ∈ A′ ∩ C ′ fixed and connecting M ′ to N ′ in γ(B). 2

4 Some characteristics of meander graphs
The proof of Theorem 6 implies that the diameter of γ(B) is at most 2n for B ∈ Bn. This upper bound is
never achieved since for 3 ≤ n ≤ 8, the maximum diameter of γ(B) is n− 2.

Example 3 When n = 9, there is one (nonisomorphic) pair of meanders [A : B] and [A′ : B] whose
geodesic has 8 meandric moves in γ(B):

B = {(1, 10), (2, 9), (3, 8), (4, 5), (6, 7), (11, 18), (12, 17), (13, 14), (15, 16)}
A = {(1, 16), (2, 15), (3, 14), (4, 13), (5, 12), (6, 11), (7, 10), (8, 9), (17, 18)}
A′ = {(1, 4), (2, 3), (5, 18), (6, 17), (7, 16), (8, 15), (9, 14), (10, 13), (11, 12).}
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Fig. 4: The smallest instance of meanders [A : B] and [A′ : B] with geodesic length 6= n− 2 from Example 3.

Fig. 5: The smallest instance of interlocking meanders [A : B] and [A′ : B] from Example 4.

This is the only pair of meanders, up to rotation and reversal, whose geodesic has length greater than n−2
for n = 9. When n = 10, there are three nonisomorphic pairs with length 9.

We contrast this with Gn which inherits a diameter of n − 1 from NC(2n,match) under matching
exchange. If βt /∈ A, then there is always an exchange such that βt ∈ σ(A). This is not the case for
meandric moves; the smallest example is the following.

Example 4 When n = 5, there is one (nonisomorphic) pair of meandersM = [A : B] andM ′ = [A′ : B]
such that for every βt ∈ A there exists no τ(M ′) = [A′′ : B] with βt ∈ A′′, and vice versa:

B = {(1, 10), (2, 9), (3, 8), (4, 7), (5, 6)}
A = {(1, 4), (2, 3), (5, 10), (6, 9), (7, 8)}
A′ = {(1, 6), (2, 5), (3, 4), (7, 10), (8, 9).}

We say that such a pair of meanders is interlocking. There are no interlocking pairs when n = 6, eight
when n = 7, seven when n = 8, and 198 when n = 9.

Yet, any interlocking pair is still connected in γ(B). Hence, for βt ∈ A′ and βt /∈ A, there is always a
sequence of meandric moves τ(. . . τ(M)) = [A∗ : B] such that (t, t+ 1) ∈ A∗.

Theorem 7 Let B ∈ Bn and βt /∈ B. Then there exists M = [A : B] such that βt ∈ A.

Proof: The proof essentially inverts the map ρ in Definition 6. Assume t = 2n. Let B′ be the arcs with

(i, j) ∈ B′ for (1, i), (j, 2n) ∈ B and 1 < i < j < 2n
(k, l) ∈ B′ for (k + 1, l + 1) ∈ B and 1 < k < l < 2n.

Then B′ ∈ Bn−1 and there exists A′ ∈ An−1 such that [A′ : B′] ∈Mn−1. Let A be the set of arcs with

(k, l) ∈ A for (k − 1, l − 1) ∈ A′ and 1 < k < l < 2n.

Then by construction [A : B] ∈Mn. 2

Consequently, for every βt /∈ B, there is a subgraph of γ(B) isomorphic to γ(B′) as in the proof of
Theorem 7. By the proof of Theorem 4, every M ∈ γ(B) is at most distance one from the subgraphs
containing ρ(M, t− 1 (mod 2n)) and ρ(M, t+ 1 (mod 2n)) for each βt ∈ B.
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We also have the following result. Although it is an immediate corollary to Theorems 6 and 7, we give
here a constructive proof to illustrate some of the challenges in working with meandric triples.

Theorem 8 Let M = [A : B] ∈ Mn. For βt /∈ B, there exists a sequence of meandric moves
τ(. . . τ(M)) = [A∗ : B] such that βt ∈ A∗.

Proof: Assume t is odd. For k, l 6= t+ 1 and k′, l′ 6= t, the meander M has arcs

k ⇁ t ⇀

R︷ ︸︸ ︷
l . . . l′ ⇀ t+ 1 ⇁

R′︷ ︸︸ ︷
k′ . . . k .

Since βt /∈ B, there is at least one arc from A in the sequence of arcs R′. Suppose there exists i ⇀ j in
R′ which forms a meandric triple with t ⇀ l, and l′ ⇀ t+ 1. Then (t, t+ 1) ∈ τ(M).

If not, then consider i ⇀ j from R′ having d arcs from R which obstruct it from forming a meandric
triple with t ⇀ l, l′ ⇀ t + 1. If d > 2, then a meandric move on three of the d arcs, which must be a
meandric triple, yields τ(M) which now has d − 2 obstructing arcs. Hence, the relevant cases are when
there are 1 or 2 obstructing arcs.

The three cases for a linear ordering of the points from t ⇀ l and l′ ⇀ t + 1 are equivalent under
rotations and reversals. Suppose that t < t + 1 < l′ < l. The endpoints 1, . . . , 2n are divided into
three sets by the two arcs: S1 = {i | 1 ≤ i < t, l < i ≤ 2n}, S2 = {i | t + 1 < i < l′}, and
S3 = {i | l′ < i < l}. Then i, j and the endpoints of the obstructing arcs must all be in one of the three
sets. Moreover, the case when they lie in S1 is equivalent to S3.

Suppose there is a single obstructing arc a ⇀ b:

t ⇀ l

R︷ ︸︸ ︷
. . . a ⇀ b . . . l′ ⇀ t+ 1

R′︷ ︸︸ ︷
. . . i ⇀ j . . . .

We explicitly consider the two situations when either

a < j < i < b < t < t+ 1 < l′ < l or t < t+ 1 < l′ < b < i < j < a < l.

In the second case when the arcs lie in S2, operating on M by a meandric move on i ⇀ j, a ⇀ b, and
t ⇀ l followed by a move on the new meandric triple i ⇀ l, t ⇀ b, l′ ⇀ t+ 1 results in βt ∈ τ(τ(M)).
We claim the first case, when the arcs lie in S1, results in a contradiction.

Consider n = 4. Then the closed loop would be

t ⇀ l ⇁ a ⇀ b ⇁ l′ ⇀ t+ 1 ⇁ i ⇀ j ⇁ t.

However, it is not possible to have the three arcs t+ 1 ⇁ i, j ⇁ t and b ⇁ l′ lying below the horizontal
line without intersections. Suppose n > 4 and there is a meander M ∈ Mn containing the arrangement
of four arcs. There exists an additional arc i′′ ⇀ j′′ where |i′′ − j′′| = 1. Without loss of generality,
j′′ = i′′ + 1 and ρ(M, i′′) has n − 1 arcs. Inductively, though, the arcs in ρ(M, i′′) corresponding to
t+ 1 ⇁ i, j ⇁ t and b ⇁ l′ intersect.

Suppose now that there are two obstructing arcs a ⇀ b, a′ ⇀ b′ between i ⇀ j and t ⇀ l, l′ ⇀ t+ 1.
There are two distinct orderings for a, b and a′, b′ along the horizontal line with respect to the other arcs.
When the obstructing arcs lie in S1, one ordering results in a contradiction like the one above while
the other yields βt ∈ τ(τ(M)). When the obstructing arcs lie in S2, then both orderings result in a
contradiction. 2
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5 Concluding remarks
The present work raises several interesting directions for further study. For instance, it would be very
helpful to have an appropriate statistic to measure how close a given meander is to a random one. Such
a statistic would offer ways to measure the “autocorrelation time” of the Markov chain as well as help
in bounding its approach to equilibrium. Simulating the Markov chains proposed here and observing
“random” meanders after a large number of steps might be one way to come up with some interesting
statistics on meanders. Given the simplicity of the chains, this should be a relatively straight-forward task,
which we hope to undertake in the near future.

There are also unanswered questions about the structure of meander graphs Gn and γ(B) for B ∈ Bn.
For instance, we give a tight upper bound of O(n4) on the maximum vertex degree in Gn, but have not
yet fully investigated the amount of variation in vertex degrees over the graph. Similarly, our bounds on
the diameter and maximum vertex degree hold for all γ(B) over B ∈ Bn. Yet, it is clear from the graphs
for small n that these characteristics depend in some unknown way on the particular B.

Finally, this MCMC approach to counting and sampling closed meanders extends to other types as well.
In particular, semi-meanders of order n are in bijection with the subset of closed meanders of order n with
the “rainbow” matching on the bottom: [A : R] where R = {(i, 2n − i + 1) | 1 ≤ i ≤ n}. Likewise,
there is a correspondence between closed meanders and open meanders of odd order, and a many-to-one
mapping from closed meanders to open meander of even order.
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