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Abstract. We give noncommutative versions of the Redfield-Pólya theorem in WSym, the algebra of word symmetric
functions, and in other related combinatorial Hopf algebras.
Résumé. Nous donnons des versions non-commutatives du théorème d’énumération de Redfield-Pólya dans WSym,
l’algèbre des fonctions symétriques sur les mots, ainsi que dans d’autres algèbres de Hopf combinatoires.
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1 Introduction
The Redfield-Pólya enumeration theorem (R-P theorem) is one of the most exciting results in combina-
torics of the twentieth century. It was first published by John Howard Redfield (18) in 1927 and indepen-
dently rediscovered by George Pólya ten years later (17). Their motivation was to generalize Burnside’s
lemma on the number of orbits of a group action on a set (see e.g (3)). Note that Burnside attributed this
result to Frobenius (8) and it seems that the formula was prior known to Cauchy. Although Redfield found
the theorem before Pólya, it is often attributed only to Pólya. This is certainly due to the fact that Pólya
popularized the result by providing numerous applications to counting problems and in particular to the
enumeration of chemical compounds. The theorem is a result of group theory but there are important im-
plications in many disciplines (chemistry, theoretical physics, mathematics — in particular combinatorics
and enumeration etc.) and its extensions lead to Andrés Joyal’s combinatorial species theory (1).
Consider two sets X and Y (X finite) and let G be a finite group acting on X . For a map f : X → Y ,
define the vector vf = (#{x : f(x) = y)})y∈Y ∈ NY . The R-P theorem deals with the enumeration of
the maps f having a given vf = v (v fixed) up to the action of the group G. The reader can refer to (11)
for proof, details, examples and generalizations of the R-P theorem.
Algebraically, the theorem can be pleasantly stated in terms of symmetric functions (see e.g. (15, 12));
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the cycle index polynomial is defined in terms of power sum symmetric functions and, whence writing in
the monomial basis, the coefficients count the number of orbits of a given type. From the seminal paper
(9), many combinatorial Hopf algebras have been discovered and investigated. The goal is to mimic the
combinatorics and representation theory related to symmetric functions in other contexts. This paper asks
the question of the existence of combinatorial Hopf algebras in which the R-P theorem can naturally arise.
In this sense, the article is the continuation of (6, 7) in which the authors investigated some Hopf algebras
in the aim to study the enumeration of bipartite graphs up to the permutations of the vertices.
Each function f : X → Y can be encoded by a word of size #X on an alphabet AY = {ay : y ∈ Y }.
Hence, intuitively, we guess that the R-P theorem arises in a natural way in the algebra of words C〈A〉.
The Hopf algebra of word symmetric functions WSym has been studied in (19, 2, 10). In S Section
2, we recall the basic definitions and properties related to this algebra and propose a definition for the
specialization of an alphabet using the concept of operad (13, 14). In Section 3, we construct and study
other related combinatorial Hopf algebras. In Section 4, we investigate the analogues of the cycle index
polynomials in these algebras and give two noncommutative versions of the R-P theorem. In particular,
we give a word version and a noncommutative version. Finally, in Subsection 4.5, we propose a way to
raise Harary-Palmer type enumerations (the functions are now enumerated up to an action of G on X and
an action of another group H on Y ) in WSym. For this last equality, we need the notion of specialization
defined in Section 2.

2 Word symmetric functions
2.1 Basic definitions and properties
Consider the family Φ := {Φπ}π whose elements are indexed by set partitions of {1, . . . , n} (we will
denote π 
 n). The algebra WSym (19) is generated by Φ for the shifted concatenation product:
ΦπΦπ

′
= Φππ

′[n] where π and π′ are set partitions of {1, . . . , n} and {1, . . . ,m}, respectively, and
π′[n] means that we add n to each integer occurring in π′. Other bases are known, for example, the word
monomial functions defined by

Φπ =
∑
π≤π′

Mπ′

where π ≤ π′ indicates that π is finer than π′, i.e., that each block of π′ is a union of blocks of π.
WSym is a Hopf algebra when endowed with the shifted concatenation product and the following

coproduct, where std(π) means that for all i, we replace the ith smallest integer in π by i:

∆Mπ =
∑

π′∪π′′=π
π′∩π′′=∅

Mstd(π′) ⊗Mstd(π′′).

Note that the notion of standardization makes sense for more general objects. If S is a total ordered set,
the standardized std(`), for any list ` of n elements of S, is classicaly the permutation σ = [σ1, . . . , σn]
verfying σ[i] > σ[j] if `[i] > `[j] or if `[i] = `[j] and i > j. Now if the description of an object o contains
a list ` , the standardized std(o) is obtained by replacing ` by std(`) in o.

Let A be an infinite alphabet. The algebra WSym is isomorphic to WSym(A), the subalgebra of C〈A〉
defined by Rosas and Sagan (19) and constituted by the polynomials which are invariant by permutation of
the letters of the alphabet. The explicit isomorphism sends each Φπ to the polynomial Φπ(A) :=

∑
w w
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where the sum is over the words w = w1 · · ·wn (w1, . . . , wn ∈ A) such that if i and j are in the same
block of π then wi = wj . Under this isomorphism, each Mπ is sent to Mπ(A) =

∑
w w where the sum

is over the words w = w1 · · ·wn (w1, . . . , wn ∈ A) such that wi = wj if and only if i and j are in the
same block of π. In the sequel, when there is no ambiguity, we will identify the algebras WSym and
WSym(A). With the realization explained above, the coproduct of WSym consists of identifying the
algebra WSym⊗WSym with WSym(A+B), where A and B are two noncommutative alphabets such
that A commutes with B, by setting f(A)g(B) ∼ f ⊗ g (see. It is a cocommutative coproduct for which
the polynomials Φ{1,...,n} are primitive. Endowed with this coproduct, WSym has a Hopf structure which
has been studied by Hivert et al. (10) and Bergeron et al. (2).

2.2 What are virtual alphabets in WSym?
We consider the set C of set compositions together with additional elements {om : m > 1} (we will also
set o0 = []) and a unity 1. This set is a naturally bigraded set: if Cmn denotes the set of compositions
of {1, . . . , n} into m subsets, we have C = {1} ∪

⋃
n,m∈N Cmn ∪ {om : m > 1}. We will also use

the notations Cn (resp. Cm) to denote the set of compositions of {1, . . . , n} (resp. the set compositions
into m subsets together with om) with the special case: 1 ∈ C1. The formal space C[Cm] is naturally
endowed with a structure of right C[Sm]-module; the permutations acting by permuting the blocks of
each composition and letting om invariant. For simplicity, we will denote also by C the collection (S-
module, see e.g.(13))[C[C0],C[C1], . . . ,C[Cm]].

For each 1 ≤ i ≤ k, we define partial compositions ◦i : Ck × Ck
′ → Ck+k′−1 by:

1. If Π = [π1, . . . , πk] and Π′ = [π′1, . . . , π
′
k′ ] then

Π ◦i Π′ =

{
[π1, . . . , πi−1, π

′
1[πi], . . . , π

′
k′ [πi], πi+1, . . . , πk] if Π′ ∈ C#πi

ok+k′−1 otherwise,

where π′j [πi] = {ij1 , . . . , ijp} if π′j = {j1, . . . , jp} and πi = {i1, . . . , ik} with i1 < · · · < ik;

2. Π ◦i ok′ = ok ◦i Π′ = ok+k′−1 for each Π ∈ Ck and Π′ ∈ Ck
′
;

3. 1 ◦1 Π′ = Π′ and Π ◦i 1 = Π for each Π ∈ Ck and Π′ ∈ Ck
′
.

Proposition 2.1 The S-module C (i.e. each graded component Cn is a Sn-module (13)) endowed with
the partial compositions ◦i is an operad in the sense of Martin Markl (14), which means the compositions
satisfy:

1. (Associativity) For each 1 ≤ j ≤ k, Π ∈ Ck, Π′ ∈ Ck
′

and Π′′ ∈ Ck
′′

:

(Π ◦j Π′) ◦i Π′′ =

 (Π ◦i Π′′) ◦j+k′′−1 Π′, for 1 ≤ i < j,
Π ◦J (Π′ ◦i−j+1 Π′′), for j ≤ i < k′ + j,
(Π ◦i−k′+1 Π′′) ◦j Π′, for j + k′ ≤ i < k + k′ − 1,

2. (Equivariance) For each 1 ≤ i ≤ m, τ ∈ Sm and σ ∈ Sn, let τ ◦i σ ∈ Sm+n−1 be given by
inserting the permutation σ at the ith place in τ . If Π ∈ Ck and Π′ ∈ Ck

′
then (Πτ) ◦i (Π′σ) =

(Π ◦τ(i) Π′)(τ ◦i σ).
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3. (Unitality) 1 ◦1 Π′ = Π′ and Π ◦i 1 = Π for each Π ∈ Ck and Π′ ∈ Ck
′
.

Let V =
⊕

n Vn be a graded space over C. We will say that V is a (symmetric) C-module, if there is an
action of C on V which satisfies:

1. Each Π ∈ Cm acts as a linear application V m → V .

2. (Compatibility with the graduation) [π1, . . . , πm](Vj1 , . . . , Vjm) = 0 if #πi 6= ji for some 1 ≤ i ≤
m and om(Vj1 , . . . , Vjm) = 0. Otherwise, [π1, . . . , πm] ∈ Cn sends V#π1

× · · · × V#πm to Vn.
Note also the special case 1(v) = v for each v ∈ V .

3. (Compatibility with the compositions)

(Π ◦i Π′)(v1, . . . , vk+k′−1) = Π(v1, . . . , vi−1,Π
′(vi, . . . , vi+k′−1), vi+k′ , . . . , vk+k′−1).

4. (Symmetry) Π(v1, . . . , vk) = (Πσ)(vσ(1), . . . , vσ(k)).

If V is generated (as a C-module) by {vn : n ≥ 1} with vn ∈ Vn, then setting v{π1,...,πm} =
[π1, . . . , πm](v#π1

, . . . , v#πm), we have Vn = span{vπ : π 
 n}. Note that the existence of vπ fol-
lows from the point 4 of the definition of a C-module.

Example 2.2 If A is a noncommutative alphabet, the algebra C〈A〉 can be endowed with a structure of
C-module by setting

[π1, . . . , πm](w1, . . . , wm) =

{
[π1,...,πm](w1, . . . , wm) if wi ∈ A#πi for each 1 ≤ i ≤ m

0 otherwise

where w1, . . . , wm ∈ A∗ and [π1,...,πm](w1, . . . , wm) = a1 . . . an is the only word of A#π1+···+#πm

such that for each 1 ≤ i ≤ m, if πi = {j1, . . . , j`}, aj1 . . . aj` = wj .
Note that C[A] has also a structure of C-module defined by [π1, . . . , πm](x1, . . . , xm) = x1 . . . xm if xi
is a monomial of degree #πi.

Proposition 2.3 WSym is a C-module.

Proof: We define the action of C on the power sums by

[π1, . . . , πm](Φn1 , . . . ,Φnm) =

{
Φ{π1,...,πm} if ni = #πi for each 1 ≤ i ≤ m
0 otherwise.

and extend it linearly to the spaces WSymn. Since this action is compatible with the realization:

[π1, . . . , πm](Φn1 , . . . ,Φnm)(A) = [π1,...,πm](Φ
n1(A), . . . ,Φnm(A))

(the definition of π is given in Example 2.2) and WSym is obviously stable by the action of C,
WSym(A) is a sub-C-module of C〈A〉. Hence, WSym is a C-module.

A morphism of C-module is a linear map ϕ from a C-module V1 to another C-module V2 satisfying

ϕΠ(v1, . . . , vm) = Π(ϕ(v1), . . . , ϕ(vm)) for each Π ∈ Cm. In this context, a virtual alphabet (or a spe-
cialization) is defined by a morphism of C-module ϕ from WSym to a C-module V . The image of a word
symmetric function f will be denoted by f [ϕ]. The C-module WSym is free in the following sense:
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Proposition 2.4 Let V be generated by v1 ∈ V1, v2 ∈ V2, . . . , vn ∈ Vn, . . . as a C-module (or equiva-
lently, Vn = span{vπ : π 
 n}). There exists a morphism of C-module ϕ : WSym → V , which sends
Φn to vn.

Proof: This follows from the fact that {Φπ : π 
 n} is a basis of WSymn. Let ϕ : WSymn → Vn be the
linear map such that ϕ(Φπ) = V π; this is obviously a morphism of C-module.

For convenience, we will write WSym[ϕ] = ϕWSym.

Example 2.5 1. Let A be an infinite alphabet. The restriction to WSym(A) of the morphism of
algebra ϕ : C〈A〉 → C[A] defined by ϕ(a) = a is a morphism of C-module sending WSym(A)
to Sym(A) (the algebra of symmetric functions on the alphabet A). This morphism can be defined
without the help of alphabets, considering that Sym is generated by the power sums p1, . . . , pn, . . .
with the action [π1, . . . , πm](p#π1

, . . . , p#πm) = p#π1
. . . p#πm .

2. LetA be any alphabet (finite or not). If V is a sub-C-module of C〈A〉 generated by the homogeneous
polynomials Pn ∈ C[An] as a C-module, the linear map sending, for each π = {π1, . . . , πm}, Φπ

to Π[P#π1
, . . . , P#πm ], where Π = [π1, . . . , πm], is a morphism of C-module.

3 The Hopf algebra of set partitions into lists
3.1 Set partitions into lists
A set partition into lists is an object which can be constructed from a set partition by ordering each
block. For example, {[1, 2, 3], [4, 5]} and {[3, 1, 2], [5, 4]} are two distinct set partitions into lists of the set
{1, 2, 3, 4, 5}. The number of set partitions into lists of an n-element set (or set partitions into lists of size
n) is given by Sloane’s sequence A000262 (20). If Π is a set partition into lists of {1, . . . , n}, we will write
Π � n. We will denote by cycle support(σ) the cycle support of a permutation σ, i.e., the set partition
associated to its cycle decomposition. For instance, cycle support(325614) = {{135}, {2}, {4, 6}}. A
set partition into lists can be encoded by a set partition and a permutation in view of the following easy
result:

Proposition 3.1 For all n, the set partitions into lists of size n are in bijection with the pairs (σ, π) where
σ is a permutation of size n and π is a set partition which is less fine than or equal to the cycle support of
σ.

Indeed, from a set partition π and a permutation σ, we obtain a set partition into lists Π by ordering the
elements of each block of π so that they appear in the same order as in σ.

Example 3.2 Starting the set partition π = {{1, 4, 5}, {6}, {3, 7}, {2}} and the permutation σ = 4271563,
we obtain the set partition into lists Π = {[4, 1, 5], [7, 3], [6], [2]}.

3.2 Construction
Let Π � n and Π′ � n′ be two set partitions into lists. Then, we set Π]Π′ = Π∪{[l1 +n, . . . , lk +n] :
[l1, . . . , lk] ∈ Π′} � n + n′. Let Π′ ⊂ Π � n, since the integers appearing in Π′ are all distinct, the
standardized std(Π′) of Π′ is well defined as the unique set partition into lists obtained by replacing the
ith smallest integer in Π by i. For example,std({[5, 2], [3, 10], [6, 8]}) = {[3, 1], [2, 6], [4, 5]}.
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Definition 3.3 The Hopf algebra BWSym is formally defined by its basis (ΦΠ) where the Π are set
partitions into lists, its product ΦΠΦΠ′ = ΦΠ]Π′ and its coproduct ∆(ΦΠ) =

∑
Φstd(Π′) ⊗ Φstd(Π′′),

where the sum is over the (Π′,Π′′) such that Π′ ∪Π′′ = Π and Π′ ∩Π′′ = ∅.

Following Section 3.1 and for convenience, we will use alternatively ΦΠ and Φ(σπ) to denote the same
object.
We define MΠ = M(σπ)

by setting Φ(σπ) =
∑
π≤π′

M(σπ)
′ . The formula being diagonal, it defines MΠ for

any Π and proves that the family (MΠ)Π is a basis of BWSym. Consider for instance {[3, 1], [2]} ∼(
321

{{1, 3}, {2}}

)
, we have Φ{[3,1],[2]} = M{[3,1],[2]} +M{[3,2,1]}.

For any set partition into lists Π, let s(Π) be the corresponding classical set partition. Then, the linear
application φ defined by φ(ΦΠ) = Φs(Π) is obviously a morphism of Hopf algebras. As an associative al-
gebra, BWSym has also algebraical links with the algebra FQSym (4). Recall that this algebra is defined
by its basis (Eσ) whose product is EσEτ = Eσ/τ , where σ/τ is the word obtained by concatening σ and
the word obtained from τ by adding the size of σ to all the letters (for example 321/132 = 321465).
The subspace V of WSym⊗ FQSym linearly spanned by the Φπ ⊗Eσ such that the cycle supports of σ
is finer than π is a subalgebra, and the linear application sending Φπ,σ to Φπ ⊗ Eσ is an isomorphism of
algebras. Moreover, when the set of cycle supports of σ is finer than π, Mπ ⊗ Eσ also belongs to V and
is the image of M(σπ)

.
The linear application from BWSym to FQSym which sends M{[σ]} to Eσ and MΠ to 0 if card(Π) > 1,
is also a morphism of algebras.

3.3 Realization
Let A(j) = {a(j)

i | i > 0} be an infinite set of bi-indexed noncommutative variables, with the order
relation defined by a(j)

i < a
(j)
i′ if i < i′. Let A =

⋃
j A

(j). Consider the set partition into lists Π =

{L1, L2, . . .} = {[l11, l12, . . . , l1n1
], [l21, l

2
2, . . . , l

2
n2

], . . .} � n. Then, one obtains a polynomial realization
BWSym(A) by identifying ΦΠ with ΦΠ(A), the sum of all the monomials a1 . . . an (where the ai are in
A) such that k = k′ implies alkt , alk′s ∈ A

(j) for some j, and for each k, std(ai1 . . . aink ) = std(lk1 . . . l
k
nk

)

with {lk1 , . . . , lknk} = {i1 < · · · < ink} (The “B” of BWSym is for “bi-indexed letters”). The coproduct
∆ can be interpreted by identifying ∆(ΦΠ) with ΦΠ(A+B) as in the case of WSym. Here, if a ∈ A and
b ∈ B then a and b are not comparable.

Proposition 3.4 The Hopf algebras BWSym and BWSym(A) are isomorphic.

Now, let M ′Π(A) be the sum of all the monomials a1 . . . an, ai ∈ A, such that alkt and alk′s belong in the
same A(j) if and only if k = k′, and for each k, std(ai1 . . . aink ) = std(lk1 . . . l

k
nk

) with {lk1 , . . . , lknk} =

{i1 < · · · < ink}. For example, the monomial a(1)
1 a

(1)
1 a

(1)
2 appears in the expansion of Φ{[1,3],[2]}, but

not in the one of M ′{[1,3],[2]}. The M ′Π form a new basis (M ′Π) of BWSym. Note that this basis is not the
same as (MΠ). For example, one has

Φ{[1],[2]} = M{[1],[2]} +M{[1,2]} = M ′{[1],[2]} +M ′{[1,2]} +M ′{[2,1]}.

Consider the basis Fσ of FQSym defined in (4). The linear application, from BWSym to FQSym, which
sends M ′{[σ]} to F(σ−1), and M ′Π to 0 if card(Π) > 1, is a morphism of algebras.
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3.4 Related Hopf algebras
By analogy with the construction of BWSym, we define a “B” version for each of the algebras Sym,
QSym and WQSym. In this section, we sketch briefly how to construct them; the complete study is
deferred to a forthcoming paper.
As usual when L = [`1, . . . , `k] and M = [m1, . . . ,m2] are two lists, the shuffle product is defined recur-
sively by [ ] L = L [ ] = {L} and L M = [`1].([`2, . . . , `k] M) ∪ [m1].(L [m2, . . . ,mk]). The
algebra of biword quasi-symmetric functions (BWQSym) has its bases indexed by set compositions into
lists. The algebra is defined as the vector space spanned by the formal symbols ΦΠ, where Π is a composi-
tion into lists of the set {1, . . . , n} for a given n, together with the product ΦΠΦΠ′ =

∑
Π′′∈Π Π′[n] ΦΠ′′ ,

where Π′[n] means that we add n to each of the integers in the lists of Π′ and Π is a composition into
lists of {1, . . . , n}. Endowed with the coproduct defined by∆(ΦΠ) =

∑
Π′.Π′′=Π Φstd(Π′) ⊗ Φstd(Π′′),

BWQSym has a structure of Hopf algebra. Note that BWQSym =
⊕

n BWQSymn is naturally graded;
the dimension of the graded component BWQSymn is 2n−1n! (see sequence A002866 in (20)).
The algebra BSym =

⊕
n BSymn is a graded cocommutative Hopf algebra whose bases are indexed by

multisets of permutations. Formally, we set BSymn = span{φ{σ1,...,σk} : σi ∈ Sni , n1 + · · ·+nk = n},
φS1 .φS2 = φS1∪S2 and for any permutation σ, φ{σ} is primitive. The dimensions of the graded compo-
nents are given by the sequence A077365 of (20).
Finally, BQSym =

⊕
n BQSymn is generated by φ[σ1,...,σk], its product is φLφL′ =

∑
L′′∈L L′ φL′′

and its coproduct is ∆(φL) =
∑
L=L′.L′′ φL′ ⊗ φL′′ . The dimension of the graded component BQSymn

is given by Sloane’s sequence A051296 (20).

4 On the R-P theorem
4.1 R-P theorem and symmetric functions
Consider two setsX and Y such thatX is finite (#X = n), together with a groupG ⊂ Sn acting onX by
permuting its elements. We consider the set Y X of the mapsX → Y . The type of a map f is the vector of
the multiplicities of its images; more precisely, type(f) ∈ NY with type(f)y = #{x ∈ X : f(x) = y}.
For instance, consider X = {a, b, c, d, e}, Y = {0, 1, 2}, f(a) = f(c) = f(d) = 1, f(b) = 2, f(c) = 0:
we have type(f) = [10, 31, 12]. The action ofG onX induces an action ofG on Y X . Obviously, the type
of a function is invariant for the action of G. Then all the elements of an orbit of G in Y X have the same
type, so that the type of an orbit will be the type of its elements. The question is: how to count the number
nI of orbits for the given type I? Note that, if λI denotes the (integer) partition obtained by removing all
the zeros in I and reordering its elements in the decreasing order, λI = λI′ implies nI = nI′ ; it suffices to
understand how to compute nλ when λ is a partition. The Redfield-Pólya theorem deals with this problem
and its main tool is the cycle index:

ZG :=
1

#G

∑
σ∈G

pcycle type(σ),

where cycle type(σ) is the (integer) partition associated to the cycle of σ (for instance σ = 325614 =
(135)(46), cycle type(σ) = [3, 2, 1]). When λ = [λ1, . . . , λk] is a partition, pλ denotes the (commuta-
tive) symmetric function pλ = pλ1 . . . pλk and pn is the classical power sum symmetric function.
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The Redfield-Pólya theorem states:

Theorem 4.1 The expansion of ZG on the basis (mλ) of monomial symmetric functions is given by

ZG =
∑
λ

nλmλ.

Example 4.2 Suppose that we want to enumerate the non-isomorphic non-oriented graphs on three ver-
tices. The symmetric group S3 acting on the vertices induces an action of the group

G := {123456, 165432, 345612, 321654, 561234, 543216} ⊂ S6

on the edges. The construction is not unique. We obtain the group G by labelling the 6 edges from 1 to
6. Hence, to each permutation of the vertices corresponds a permutation of the edges. Here, the 1 labels
the loop from the vertex 1 to itself, 2 labels the edge which links the vertices 1 and 2, 3 is the loop from
the vertex 2 to itself, 4 labels the edge from the vertex 2 to the vertex 3, 5 is the loop from the vertex 3 to
itself, finally, 6 links the vertices 1 and 3. The cycle index of G is

ZG = 1
6 (p6

1 + 3p2
2p

2
1 + 2p2

3) = m6 + 2m51 + 4m42 + 6m411 + 6m33 + . . .

The coefficient 4 of m42 means that there exists 4 non-isomorphic graphs with 4 edges coloured in blue
and 2 edges coloured in red.

4.2 Word R-P theorem
If σ is a permutation, we define Φσ := Φcycle support(σ). Now for our purpose, a map f ∈ Y X will be
encoded by a word w : we consider an alphabet A = {ay : y ∈ Y }, the elements of X are relabelled by
1, 2, . . . ,#X = n and w is defined as the word b1 . . . bn ∈ An such that bi = af(i). With these notations,
the action of G on Y X is encoded by the action of the permutations of G on the positions of the letters in
the words of An.
It follows that for any permutation σ ∈ G, one has

Φσ =
∑
wσ=w

w. (1)

The cycle support polynomial is defined by ZG :=
∑
σ∈G Φσ. From (1) we deduce

ZG =
∑
w

#StabG(w)w

where StabG(w) = {σ ∈ G : wσ = w} is the subgroup of G which stabilizes w. In terms of monomial
functions, this yields :

Theorem 4.3
ZG =

∑
π

#StabG(wπ)Mπ

where wπ is any word a1 . . . an such that ai = aj if and only if i, j ∈ πk for some 1 ≤ k ≤ n.
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Example 4.4 Consider the same example as in Example 4.2. Each graph is now encoded by a word
a1a2a3a4a5a6: the letter a1 corresponds to the colour of the vertex 1, the letter 2 to the colour of the
vertex 2 and so on.
The cycle support polynomial is

ZG := Φ{{1},{2},{3},{4},{5},{6}} + Φ{{2,6},{3,5},{1},{4}}

+Φ{{1,3},{4,6},{2},{5}} + Φ{{1,5},{2,4},{3},{6}} + 2Φ{{1,3,5},{2,4,6}}.

The coefficient of M{{2,6},{3,5},{1},{4}} in ZG is 2 because it appears only in Φ{{1},{2},{3},{4},{5},{6}}

and Φ{{2,6},{3,5},{1},{4}}. The monomials of M{{2,6},{3,5},{1},{4}} are of the form abcdbcb, where a, b, c
and d are four distinct letters. The stabilizer of abcdcb inG is the two-element subgroup {123456, 165432}.
Note that the cycle support polynomial has already appeared in the literature on the work of Sagan and
Gebhard (5) on a slightly different setting which is a special case of our purpose.

4.3 From word R-P theorem to R-P theorem
The aim of this section is to link the numbers nI of Section 4.1 and the numbers #StabG(w) appearing
in Section 4.2.
If w is a word we will denote by orbG(w) its orbit under the action of G. The Orbit-stabilizer theorem
(see e.g.(3)) together with Lagrange’s theorem gives:

#G = #orbG(w)#StabG(w) (2)

Denote by Λ(π) the unique integer partition defined by (#π1, . . . ,#πk) if π = {#π1, . . . , πk} with
#π1 ≥ #π2 ≥ · · · ≥ #πk. If λ = (mkm , . . . , 2k2 , 1k1) we set λ! = km! . . . k2!k1!. The shape of a word
w is the unique set partition π(w) such that w is a monomial of Mπ(w). Note that all the orbits of words
with a fixed shape π have the same cardinality. Let π = {π1, . . . , πk} and Ak = {a1, . . . , ak} be an
alphabet of size k. we will denote by Sπ,Ak the set of words w with size k such that the number of letter

ai in w is #πi. All the words of Sπ,Ak have the same coefficients in ZG and this set splits into Λ(π)!

#orb(wπ)

orbits of size #orb(wπ)

nλ =
∑

Λ(π)=λ

λ!

#orbG(wπ)
=

∑
Λ(π)=λ

λ!#StabG(wπ)

#G
. (3)

If we consider the morphism of algebra θ : WSym → Sym which sends Φn to pn, we have θ(Mπ) =
Λ(π)!mλ. Hence, we have

1

#G
θ(ZG) =

∑
λ

 ∑
Λ(π)=λ

λ!

#orbG(wπ)

mλ =
∑
λ

nλmλ

as expected by the Redfield-Pólya theorem (Theorem 4.1).

4.4 R-P theorem without multiplicities
Examining with more details Example 4.4, the coefficient 2 of M{2,6},{3,5},{1},{4} in ZG follows from
the group {123456, 165432} of order two which stabilizes abcdcb. In terms of set partitions into lists, this
can be interpreted by M{[2,6],[3,5],[1],[4]} + M{[6,2],[5,3],[1],[4]} → 2M{{2,6},{3,5},{1},{4}}. We deduce the
following version (without multiplicities) of Theorem 4.3 in BWSym.
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Theorem 4.5 Let G be a permutation group. We have

ZG :=
∑
σ∈G

Φ( σ
cycle support(σ)) =

∑
π

∑
σ∈Stabπ(G)

M(σπ)
.

Consider again Example 4.4.

ZG = Φ( 123456
{{1}{2}{3}{4}{5}{6}}) + Φ( 165432

{{1}{26}{35}{4}}) + Φ( 345612
{{135}{246}})

+ Φ( 321654
{{13}{2}{46}{5}}) + Φ( 561234

{{135}{246}}) + Φ( 543216
{{15}{234}{6}}).

When expanded in the monomial M basis, there are exactly 2 terms of the form M( σ
{{2,6},{3,5},{1},{4}})

(for σ = 123456 and σ = 165432). Note that we can use another realization which is compatible with
the space but not with the Hopf algebra structure. It consists to set Φ̃(σπ) :=

∑
w

(
σ
w

)
, where the sum is

over the words w = w1 . . . wn (wi ∈ A) such that if i and j are in the same block of π then wi = wj . If
we consider the linear application ψ̃ sending Φ(σπ) to Φ̃(σπ), ψ̃ sends M(σπ)

to M̃(σπ)
:=
∑
w

(
σ
w

)
, where the

sum is over the words w = w1 . . . wn (wi ∈ A) such that i and j are in the same block of π if and only
if wi = wj . Let w be a word, the set of permutations σ such that

(
σ
w

)
appears in the expansion of ψ̃(ZG)

is the stabilizer of w in G. The linear application sending each biword
(
σ
w

)
to w sends Φ̃(σπ) to Φπ and∑

σ∈StabG(w)

(
σ
w

)
to #StabG(w)w. Note that #StabG(w) is also the coefficient of the corresponding

monomial Mπ(w) in the cycle support polynomial ZG. For instance, we recover the coefficient 2 in
Example 4.4 from the biwords

(
123456
abcdcb

)
and

(
165432
abcdcb

)
in ψ̃(ZG).

4.5 WSym and Harary-Palmer type enumerations
Let A := {a1, . . . , am} be a set of formal letters and I = [i1, . . . , ik] a sequence of elements of
{1, . . . ,m}. We define the virtual alphabet AI by

Φn(AI) := (ai1 . . . aik)
n
k + (ai2 . . . aikai1)

n
k + · · ·+ (aika1 . . . aik−1

)
n
k ,

if k divides n and 0 otherwise. If σ ∈ Sm we define the alphabet Aσ as the formal sum of the alphabets
Ac associated to its cycles:

Φ{1...n}[Aσ] :=
∑

c cycle in σ

Φn[Ac].

From Example 2.5.2, the set {Φ{1,...,n}[Aσ] : n ∈ N} generates the sub-C-module WSym[Aσ] of C〈A〉
(the composition Π acting by Π).
Let H ⊂ Sm and G ⊂ Sn be two permutation groups. We define Z(H;G) :=

∑
τ∈H ΦG[Aτ ].

Proposition 4.6 We have:
Z(H;G) =

∑
w∈An

#StabH,G(w)w

where StabH,G(w) denotes the stabilizer ofw under the action ofH×G (H acting on the left on the names
of the variables ai and G acting on the right on the positions of the letters in the word); equivalently,
StabH,G(ai1 . . . aik) = {(τ, σ) ∈ H ×G : aτ(iσ(j)) for each 1 ≤ j ≤ n}.
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Hence, from Burnside’s classes formula, sending each variable to 1 in Z(H;G), we obtain the number of
orbits of H ×G.

Example 4.7 Consider the set of the non-oriented graphs without loop whose edges are labelled by three
colours. Suppose that we consider the action of the groupH = {123, 231, 312} ⊂ Sn on the colours. We
want to count the number of graphs up to permutation of the vertices (G = S3) and the action ofH on the
edges. There are three edges, and each graph will be encoded by a word ai1ai2ai3 where ij denotes the
colour of the edge j. We first compute the specialization Φ{1...n}[Aσ] for 1 ≤ n ≤ 3 and σ ∈ H . We find
Φ{1}[A123] = a1 +a2 +a3, Φ{1}[A231] = Φ{1}[A312] = 0, Φ{1,2}[A123] = a2

1 +a2
2 +a2

3, Φ{1,2}[A231] =
Φ{1,2}[A312] = 0, Φ{1,2,3}[A123] = a3

1 + a3
2 + a3

3, Φ{1,2,3}[A213] = a2a3a1 + a3a1a2 + a1a2a3, and
Φ{1,2,3}[A312] = a1a3a2 +a3a2a1 +a2a1a3. Now, we deduce the values of the other Φπ[Aσ] with π 
 3
and σ ∈ H by the action of Π. For instance:

Φ{{1,2},{3}}[A123] = [{1,2},{3}]
(
Φ{1,2}[A123],Φ{1}[A1]

)
= a3

1 + a2
1a2 + a2

1a3 + a2
2a1 + a3

2 + a2
2a3 + a2

3a1 + a2
3a2 + a3

3.

We find also

Φ{{1,3},{2}}[A123] = a3
1 + a1a2a1 + a1a3a1 + a2a1a2 + a3

2 + a2a3a2 + a3a1a3 + a3a2a3 + a3
3,

Φ{{1},{2,3}}[A123] = a3
1 + a2a

2
1 + a3a

2
1 + a1a

2
2 + a3

2 + a3a
2
2 + a1a

2
3 + a2a

2
3 + a3

3,

Φ{{1},{2},{3}}[A123] = (a1 + a2 + a3)3.

The other Φπ[Aσ] are zero. Hence,

Z[H;S3] = Φ123[A123] + Φ132[A123] + Φ213[A123] + Φ321[A123]+
Φ231[A231] + Φ231[A312] + Φ312[A231] + Φ312[A312]

= 6(a3
1 + a3

2 + a3
3) + 2

∑
i 6=j a

2
i aj + 2

∑
i 6=j ajaiaj + 2

∑
i 6=j aja

2
i

+3(a1a2a3 + a2a3a1 + a3a1a2) + 3(a1a3a2 + a3a2a1 + a2a1a3).

The coefficient 3 of a1a2a3 means that the word is invariant under the action of three pairs of permutations
(here (123, 123), (231, 312), (312, 231)). Setting a1 = a2 = a3 = 1, we obtain Z[H,S3] = 18× 4: 18
is the order of the group H ×S3 and 4 is the number of orbits:
{a3

1, a
3
2, a

3
3}, {a2

1a2, a1a2a1, a2a
2
1, a

2
2a3, a2a3a2, a3a

2
2, a

2
3a1, a3a1a3, a1a

2
3}, {a2

2a1, a2a1a2, a1a
2
2, a

2
1a3,

a1a3a1, a3a
2
1, a

2
3a2, a3a2a3, a1a

2
3}, and {a1a2a3, a1a3a2, a2a1a3, a2a3a1, a3a1a2, a3a2a1}.
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